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Office of Railroad, Pipeline and 
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Opening Statement

Ravindra Chhatre, P.E.
Investigator-in-Charge

Presenter
Presentation Notes
Good morning Chairman Hersman, Vice Chairman Hart, and members of the Board. 
 
On September 9, 2010, at 6:11 p.m. Pacific daylight time, an intrastate natural gas transmission pipeline, Line 132, ruptured in a residential area in the city of San Bruno, California.   (Click)
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Background

• Rupture located in Segment 180 of   
Line 132

• Line 132 owned and operated by PG&E 

• PG&E’s gas system includes
– Over 42,000 miles of distribution pipelines
– Over 5,700 miles of transmission pipelines

Presenter
Presentation Notes
The rupture was located in Segment 180 of Line 132. Line 132 is owned and operated by Pacific Gas and Electric Company or PG&E.  
 
PG&E’s gas system includes over 42,000 miles of natural gas distribution pipelines and over 5,700 miles of natural gas transmission and gathering pipelines. PG&E is one of the largest gas and electric utility companies in the country.   (Click)
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Overview of Property Damage

Presenter
Presentation Notes
The rupture occurred at the intersection of Earl Avenue and Glenview Drive. 
 
About 47.6 million cubic feet of natural gas was released. 
 
Typically, this is enough gas to serve the entire city of San Bruno for a month, and it was released in less than 2 hours.
 
The released natural gas was ignited, and the resulting fire destroyed 38 homes and damaged 70 others. 
 
There were eight fatalities, many individuals were injured, and many more were evacuated from the area. 
 
Next, I would like to show you a combined video of the event to give you a sense of the magnitude of the fire caused by the pipeline rupture.  (Click)
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Witness Video

San Bruno, California
September 9, 2010

Presenter
Presentation Notes
wait until video ends then  (click)  
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Photograph of Crater

Presenter
Presentation Notes
A crater created by the pipeline rupture is shown here.
 
It is about 72 feet long by 26 feet wide. 
 
A 28-foot long section of the ruptured pipe was blown about 100 feet from the crater.  (Click)
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Accident Scene

Presenter
Presentation Notes
This photograph shows a view of the accident scene looking south along Glenview Drive.  
 
The crater created by the pipeline rupture is located in the right-hand foreground. 
 
The 28-foot long section of ruptured pipe is also shown.  (Click)
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Pipeline Diagram

Presenter
Presentation Notes
Line 132 is about 46 miles long and originates at the Milpitas Terminal, located in the bottom right of the diagram. It terminates at Martin Station, located in the upper left. 
 
PG&E’s gas transmission pipelines are controlled by a supervisory control and data acquisition center, or SCADA center, located in San Francisco.  (Click)
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Segment 180 Details

• 30-inch diameter 

• 0.375-inch thick wall

• Seamless

• API Grade X42, carbon steel

• 1,742 feet long and installed in 1956

• Some inaccurate information

Presenter
Presentation Notes
PGE’s records initially indicated that the pipe from Segment 180 at the rupture location was 30 inches in diameter, had a 0.375-inch thick wall, was seamless, met API Grade X42 carbon steel specifications, and was coated with asphalt.  
 
Segment 180 was 1,742 feet long, and was installed in 1956 as part of a relocation of the pipeline, which was originally installed in 1948. 
 
However, some of this information was inaccurate. The ruptured section was not seamless but had a longitudinal seam, and NTSB’s laboratory testing found differences in the type of pipe in the rupture area.  (Click)
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Events Prior to Rupture

• Electrical work at Milpitas Terminal

• Power supply units experienced erratic 
voltage

• Line 132 discharge pressure at Milpitas 
Terminal increased to 396 psig

Presenter
Presentation Notes
On September 9th, prior to the accident, PG&E personnel were performing electrical work at the Milpitas Terminal, which is located about 39 miles southeast of the accident site. 
 
During the course of this work, two power supply units experienced erratic voltage, causing regulating valves to move to a fully open position. 
 
As a result, the discharge pressure in Line 132 at the Milpitas Terminal increased from about 360 pounds per square inch, or psi, to about 396 pounds per square inch.  (Click)
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Event  Timeline

• 5:45 p.m. Line 132 pressure exceeded 
375 psig

• 6:11 p.m. Line 132 ruptures when 
pressure reached 386 psig 

• 7:30 p.m. Upstream valve closed 

• 7:46 p.m. Downstream valves closed 

Presenter
Presentation Notes
At 5:45 p.m., the Line 132 pressure at Martin Station, which is about 7 miles north of the rupture location, exceeded 375 pounds per square inch. 
 
The pressure in Line 132 at Martin Station continued to increase until it reached 386 pounds per square inch at 6:11 p.m.—the estimated time of rupture. 
 
At 7:30 p.m., 79 minutes after the rupture, the upstream valve located about ¾ of a mile south of the rupture location was closed. 
 
At 7:46 p.m., 95 minutes after the rupture, two downstream valves at Healy Station, located about ¾ of a mile north of the rupture location were closed, isolating the rupture. (Click)
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Ruptured Pipe Segment 

Fracture Initiation

Presenter
Presentation Notes
This photograph shows the 28-foot long pipe segment that was found on the ground near the crater. The photograph was taken before any cleaning. 
 
In pipeline terminology, a “pup” means a short pipe segment. Pups 1 through 4 in the ruptured pipe segment were between 3.5 and 4 feet long and were welded to each other circumferentially. 
 
After laboratory examination, the NTSB materials laboratory staff determined that the rupture initiated along a seam weld in pup 1, as shown by the red arrows. 
 
The ruptured pipe segment was separated from the downstream pipe in the girth weld between pup 4, which can be seen on the left hand side of the photograph, and pup 5, which is not shown. (Click)
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Safety  Issues

• Multiple deficiencies in PG&E’s 
operations

• Ineffective Federal and state 
oversight

• Inadequate Federal pipeline safety 
rules 

Presenter
Presentation Notes
In March of 2011, the NTSB hosted a 3-day investigative hearing on this accident in which all Board members participated. Chairman Hersman presided over the hearing.  
 
After assessing the events of this accident and the information obtained during the investigative hearing, staff has identified the following safety issues: 
 
Multiple deficiencies in PG&E’s operations, such as record-keeping, the Integrity Management Program, SCADA operation, and emergency response. 
 
Ineffective Federal and state oversight.
 
And inadequate Federal pipeline safety rules.  (Click)
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Deficiencies in PG&E’s Operation

• Systemic deficiencies
– SCADA operation
– Integrity management
– Record-keeping
– Emergency response

• Missed opportunities

Presenter
Presentation Notes
During the course of the investigation, staff discovered systemic deficiencies within PG&E as an organization. Presentations following me will cover SCADA operation, integrity management, record-keeping, and emergency response; and will clearly show widespread deficiencies in PG&E's procedures, processes, and management approach to safety that resulted in this tragic accident. 
 
Many of these same deficiencies were identified in the NTSB’s investigations of PG&E accidents that occurred in 2008 in Rancho Cordova and in 1981 in San Francisco.
 
Consequently, PG&E missed earlier opportunities to make corrections that could have prevented the San Bruno tragedy.  (Click) 
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Organizational Accidents

• Multiple contributing causes

• Involve people at numerous levels

• Pervasive lack of proactive measures

• Catastrophic events

• Require complex organizational changes

Presenter
Presentation Notes
Organizational accidents typically have multiple contributing causes, involve people at numerous levels within the organization, and are characterized by a pervasive lack of proactive measures to ensure adoption and compliance with a safety culture. They are generally catastrophic in nature and require complex organizational changes.
 
All these aspects are present in this accident.
 
The staff therefore believes that this accident is indicative of an organizational accident.  (Click)
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Previous Recommendations

• Pipeline and Hazardous Materials 
Safety Administration

• California Public Utilities 
Commission

• Pacific Gas and Electric Company

Presenter
Presentation Notes
During the course of this investigation, the NTSB issued 10 safety recommendations.
 
Three to the Pipeline and Hazardous Materials Safety Administration,
 
Three to the California Public Utilities Commission, and
 
Four to the Pacific Gas and Electric Company.  (Click)
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Parties  to  the  Investigation

• Pacific Gas and Electric Company

• California Public Utilities Commission

• Pipeline and Hazardous Materials Safety 
Administration

• City of San Bruno

• Engineers and Scientists of California Local 20

• International Brotherhood of Electrical Workers  
Local 1245

Presenter
Presentation Notes
Parties to the investigation are:
 
The Pacific Gas and Electric Company, owner and operator of Line 132.
 
The California Public Utilities Commission, the state regulatory agency of intrastate gas transmission lines in California.
 
The Pipeline and Hazardous Materials Safety Administration or PHMSA, the Federal regulatory agency of interstate pipelines and monitor of state pipeline safety programs. 
 
The city of San Bruno. 
 
And the Engineers and Scientists of California and the International Brotherhood of Electrical Workers, unions that represent PG&E workers. (Click)
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Investigation  Team

• Ravindra  Chhatre Investigator-in-Charge

• Matthew Nicholson Operations Group

• Robert Hall Integrity Management

• Karl Gunther Operations Group

• Rick Narvell Human Performance

• Dana Sanzo Survival Factors

• Donald Kramer Metallurgy  

• Nancy McAtee Fire Damage

Presenter
Presentation Notes
Vice Chairman Hart and his special assistant accompanied investigators to the accident scene.  
 
In addition to me, the other members of the San Bruno investigation team are listed in the next four slides.  

   (Click)
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Investigation  Team 

• Elias Kontanis Disaster Assistance

• Richard Downs Survival Factors

• Peter Knudson Public Affairs

• Steve Blackistone Government  Affairs

• Ted Turpin On-scene Support

• Mary Arnold On-scene Support

• John Whitener Technical Support

• Michael Richards Meteorology

Presenter
Presentation Notes
Twelve investigators were on scene for 9 days. (Click)
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Investigation  Team 

• Lorenda Ward Public Hearing Officer

• Paul Stancil Technical Support

• Karen Bury Report Writer

• Kathleen Curry Co-report Writer/Editor

• Deborah Stocker Editorial Support

• Robert Trainor Technical Supervision

• Michael Budinski Technical Supervision

• Bob Beaton Technical Supervision

Presenter
Presentation Notes
Additional investigators were added to the team as the investigation progressed.  (Click)
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Investigation  Team 

• Christy Spangler Graphics

• Mike Brown Safety Recommendations

• Carl Schultheisz Technical Support

• Kalu Kelly Emeaba Technical Support

• Charles Koval Technical Support

• Obiora Agbim Technical Support

• Anton Stoytchev Technical Support

• William Young Technical Support

Presenter
Presentation Notes
The investigation involved going through literally thousands of pages of documents and records and conducting numerous interviews.  (Click)
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NTSB Headquarters Staff
• Joe Scott
• Nancy Mason
• Denise Whitfield
• Antion Downs
• Teddy Brown 
• Meg Athey
• Mark Jones
• Debbie Stocker
• Brian Dennis
• Jason Fedok
• Melba Moye

• Katrina Givens
• Susan Stevenson
• Frank Zakar
• Alice Park
• Robert Henry
• Joseph Gregor
• Barry Strauch
• Shannon Bennett
• Mike Hiller
• Bob Combs

Presenter
Presentation Notes
 
Additional members of NTSB’s headquarters staff also provided technical and administrative support. (Click)
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Presenter
Presentation Notes
Madam Chairman, this concludes my opening statement.  I will be glad to answer any questions that the Board may have, or if you desire we can proceed with Mr. Nicholson’s presentation on preaccident events at the Milpitas Terminal. (Click)




Office of Railroad, Pipeline and 
Hazardous Materials Investigations

Preaccident Events
Matthew Nicholson, P.E.

Presenter
Presentation Notes
Good morning.  This presentation will discuss the events preceding the accident in San Bruno.
Approximately 50 minutes prior to the rupture, electrical work at the Milpitas Terminal would result in a loss of primary pressure control to the peninsula pipelines.
This loss of control caused a pressure increase on the lines leaving Milpitas and the eventual failure of Segment 180.  
(CLICK)
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Milpitas Work
• Transferred critical electrical loads from 

distribution panel

• 4:40 p.m., Milpitas operational

• Unexpected power loss to local control 
panel

• Control panel not required for operations

• Milpitas workers decided to power local 
control panel on temporary source

Presenter
Presentation Notes
As part of an approved work clearance for September 9th, Milpitas workers were transferring the remaining critical loads from an electrical distribution panel onto temporary power sources. 

By 4:40 p.m., the Milpitas workers had moved all of the identified loads from the distribution panel and confirmed with the SCADA center that Milpitas was operating correctly.
One last breaker remained to be moved from the distribution panel.  Opening this breaker resulted in an unexpected loss of power to a local control panel.

The local control panel was used as a visual reference of the terminal piping but was not required for system operation.
Rather than restoring power from the breaker, the workers decided to power the local control panel from a temporary source.
(CLICK)
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Milpitas Work

• Local control panel displays went blank

• Power supplies A and B inside panel

• Power output voltages low and erratic

• Power supplies A and B serve pressure 
transmitters for valve controllers

• Low signals from pressure transmitters 
caused regulating valves to fully open

Presenter
Presentation Notes
A Milpitas technician stated that while working inside the local control panel to run temporary power, some of the displays went blank.  
Troubleshooting the loss of these displays revealed that primary and backup power supplies, power supplies A and B, housed inside the local control panel were outputting low and erratic voltages.
These two power supplies had been transferred earlier that day and provided power to Milpitas instrumentation, including all of the pressure transmitters for the regulating valve controllers.
The low and erratic output voltages from the power supplies resulted in erroneous low pressure signals to the valve controllers causing all of the Milpitas regulating valves to open.
(CLICK)
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Milpitas Terminal
Five outgoing

Control valves

L131

L107

L300A

L300B

Four incoming Normal flow

L132

L101

L109

Presenter
Presentation Notes
In order to understand the impacts on the operation, we need to discuss how Milpitas pressure controls work.
Milpitas Terminal regulates pressure between four incoming high pressure lines to five outgoing lines using pressure control valves shown here in red. (CLICK) [Pause]
Line pressures at Milpitas are managed through a primary and secondary means of pressure control.
(CLICK)
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Pressure Control Valves

Electric
regulating valve

PS-A PS-B

Presenter
Presentation Notes
Primary pressure control at Milpitas is achieved using an electrically operated and controlled valve called a “regulating valve,” outlined here in red.
(CLICK)
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Pressure Control Valves

Air-operated 
air-controlled
monitor valve

Electric
regulating valve

PS-A PS-B

Presenter
Presentation Notes
In the event that the regulating valve fails and pressure continues to increase, a safety valve or “monitor” valve is installed.
(CLICK) [Pause]
The monitor valve is an independent, air-controlled and air-operated pressure limiting valve.
The normally open monitor valve begins to control when it senses a line pressure above its set point.
The monitor valves installed to protect the outgoing lines at Milpitas had a set point of 386 psi.
 (CLICK)
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360

Regulating Valve (normal)

Pressure 
transmitter

Regulating 
valve controller

24V Power 
supplies

PS-A PS-B

Voltage

Pressure 
set point

360

300
Open

360

Electric
regulating valve

300

Presenter
Presentation Notes
Primary pressure control at Milpitas is accomplished by adjusting the position of the regulating valve. 
Valve position is adjusted using an electronic valve controller shown to the left.  The valve controller receives a signal from a pressure transmitter, shown here to the right, located on the pipeline, downstream of the regulating valve. 
(CLICK)  [Pause]
 Here, the controller is set to maintain a pressure of 360 psi on the pipeline.  
(CLICK) [Pause]
The regulating valve is maintaining a pipeline pressure of 300 psi as seen on the pressure transmitter. 
(CLICK)  [Pause]
A signal, indicating a 300 psi line pressure, is sent to the valve controller. 
The controller either opens or closes the regulating valve. 
(CLICK)  [Pause]
Here, the valve controller opens the valve until the pressure transmitter reads 360 psi.
All of these pressure transmitters received their power from power supplies A and B located in the local control panel at Milpitas.
 (CLICK)
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Regulating Valves (Sept. 9th)

Pressure 
transmitter

Regulating 
valve controller

24V Power 
supplies

Voltage

Low pressure signal360

Open low

PS-A PS-B

0

Pressure 
set point

Electric
regulating valve

Air-operated 
air-controlled
monitor valve

0

Presenter
Presentation Notes
At 5:22 p.m., the low and erratic voltages from power supplies A and B (CLICK) resulted in erroneous low pressure readings at the pressure transmitter. 
(CLICK) [Pause]
The pressure transmitters sent continuous low pressure signals back to all of the regulating valve controllers which had higher set point values.
In response to the low pressure signals, (CLICK)  all of the valve controllers commanded the regulating valves full open attempting to increase downstream pressures.
As pressures continued to rise within the pipeline, the monitor valves began controlling.
 (CLICK)




32

Milpitas Prior to 5:22 p.m.

L131

L107

L300A

L132

L101

L109

Inlet
header

369 psig
362 psig

L300B

OutgoingIncoming

Presenter
Presentation Notes
Prior to the regulating valves opening, Milpitas was operating with a 369 psi incoming pressure on line 300B to the inlet header. (CLICK) [Pause]
Incoming valves on lines 131, 107 and 300A were closed.
(CLICK) [Pause]
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Milpitas Impacts

L107

L300A

L300B
L132

L101

L109

495 psig 
Max

572 psig
OutgoingIncoming

L131

Presenter
Presentation Notes
When all the regulating valves opened, the highest incoming pressure of 572 psi entered Milpitas through Line 131. 
(CLICK) [Pause]
The high pressure gas reversed the direction of flow into the lower pressure lines, 107 and 300B, shown here in green, at the inlet header.  The inlet header reached a maximum pressure of 495 psi.
(CLICK)
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Milpitas Impacts

L131

L107

L300A

L300B
L132

L101

L109

Outlet
header

396 psig
Max

OutgoingIncoming

Presenter
Presentation Notes
Downstream of the inlet header was a second stage of pressure control valves, outlined here in red.
(CLICK)  [Pause]
These control valves regulated gas pressure entering the outlet header, which delivers gas into the peninsula lines 101, 109, and 132.  Gas pressure at the outlet header would reach a maximum of 396 psi.
 (CLICK)
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Milpitas Impacts

L132

L101

L109

L131

L107

L300A

L300B

24-inch bypass

OutgoingIncoming

396 psig
Max

530 psig

Outlet
header

Presenter
Presentation Notes
The regulating valve on the 24-inch station bypass opened and allowed gas to move freely from Line 300A into the peninsula lines.
(CLICK)  [Pause]
The monitor valve at the bypass limited pressures to the outgoing lines
 (CLICK)
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Milpitas Impacts

L131

L107

L300A

L300B
L132

L101

L109

20-inch bypass

OutgoingIncoming

396 psig
Max

Presenter
Presentation Notes
Gas also flowed from the inlet header across the opened regulating valve on a 20-inch bypass line called the mixer bypass.
(CLICK)  [Pause] 
The monitor valve on the bypass line limited pressure to the outlet header.
 (CLICK)
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Milpitas Impacts
• 5:22 p.m., primary pressure control lost

• Monitor valves react to control pressure

• Milpitas technician notified at 5:25 p.m. 
by SCADA center of high pressures

• SCADA center no longer receiving 
accurate SCADA information  

• SCADA center unprepared for loss of 
Milpitas control 

Presenter
Presentation Notes
Beginning about 5:22 p.m., primary pressure control at Milpitas was lost.  Leaving only the monitor valves to react and control downstream pressures.
The Milpitas technician was notified at 5:25 p.m. by the SCADA center alerting him of high pressure alarms downstream of the terminal.  
Because of the instrumentation impacts from the erratic power supplies at Milpitas, the SCADA center was no longer receiving accurate pressure or valve position information; leaving them unable to control the terminal.
The SCADA center was unprepared for the loss of control at Milpitas and struggled to identify which regulating valves had been impacted and which monitor valves needed to be adjusted to lower downstream pressures.
 (CLICK)
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Line 132 Pressure Trends
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Presenter
Presentation Notes
The leaving pressures from Milpitas into the peninsula lines plotted here in red show an immediate pressure rise from 360 to 396 psi at 5:25 p.m. followed by a drop and gradual increase back to 392 psi through 6:00 p.m.
(CLICK) [Milpitas Trend Appears]
By 5:26 p.m., recorded pressures downstream of the rupture at Martin Station plotted here in green, show an increase from 357 psi to 386 psi over a 45 minute span.
At 6:11 p.m., when the rupture occurs, the pressure at Martin Station begins a steady drop to 100 psi by 6:18 p.m. and to 50 psi, 18 minutes after that.
Line 132 did not exceed the stated MAOP of 400 psi.
 (CLICK)
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Martin Station

Milpitas 
Terminal

PG&E Line 132

Flow

Rupture

L132

Segment 180

386 psig

386.4 psig

389 psig

Sept. 9, 2010, 6:11 p.m.

389 psig

386.8 psig

Presenter
Presentation Notes
Here we see the pressures recorded along Line 132 at approximately 6:11 p.m., just prior to the rupture and pressure drop at Martin Station.
Milpitas leaving pressures are approximately 389 psi.  Recorded pressures, both upstream and downstream of the accident location, confirm a pressure at the rupture site of approximately 386 psi.  
(CLICK)
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Work Clearance
• Milpitas work clearance lacked adequate 

information

• Work clearance did not address risks or 
contingencies

• Reduced upstream pressure would have 
prevented impacts

• Work not stopped when repowering local 
control panel

Presenter
Presentation Notes
Staff found that the clearance submitted for the Milpitas work lacked adequate information for the SCADA center.  
The clearance form was much less detailed than similar forms submitted for work that would impact line 132 pressures.
The PG&E system work clearance process did not fully address risks to the system or call out operational contingencies to mitigate a loss of primary pressure control.  
Reducing upstream pressures, coming into Milpitas terminal, before work began would have been one measure that could have prevented the downstream pressure increases.
When the Milpitas workers decided to troubleshoot and repower the local control panel, the project was not stopped nor was approval sought.
Staff has proposed a recommendation in this area.
(CLICK)
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Presenter
Presentation Notes
This concludes my presentation. I will be glad to answer any questions the Board may have, or we may proceed with Dr. Kramer’s presentation. 



Office of Railroad, Pipeline and 
Hazardous Materials Investigations

Metallurgical 
Evaluation 
Donald Kramer, Ph.D.

Presenter
Presentation Notes
Good morning. Today I will present findings from the metallurgical evaluation of the ruptured pipe on Segment 180 of PG&E’s Line 132. 
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Overview

• Construction of the pipeline

• Differences in pipe materials

• Rupture of the pipe

• Quality measures in 1956

Presenter
Presentation Notes
I will describe the construction of the pipeline, differences in materials used in the construction, the rupture of the pipe, and quality measures associated with the 1956 construction.
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Construction of the Pipe

South joint

North joint

3½ - 4 feet each

4½ feet

Pup 1
Pup 2

Pup 3
Pup 4

Pup 5
Pup 6

Rupture initiation

Presenter
Presentation Notes
Segment 180 ruptured near the intersection of Glenview Drive and Earl Avenue. This illustration shows a view of the pipeline prior to the rupture, as if looking down on Glenview Drive, just south and east of the rupture location. Pipelines are typically constructed using long lengths of pipe ranging from 20 feet to 40 feet in length. Here the pipeline was constructed using six short lengths of pipe, referred to as pups. 

For convenience, the pups were numbered 1 through 6 from south to north. Pups 1 through 5 were between 3 ½ to 4 feet long and pup 6 was just over 4 1/2 feet long. The rupture initiated along a defective longitudinal seam weld in pup 1. Due to the absence of engineering design or as-built drawings, it could not be determined whether the use of pups was part of the original design or a field change. 
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Pipe at Accident Site

• Pipe listed as X42 seamless

• Postrupture examination indicated 
presence of seam welded pipe

• PG&E believes pipe came from 
Consolidated Western Steel 
Corporation

Presenter
Presentation Notes
PG&E’s records erroneously listed Segment 180 as X42 seamless pipe. However, postrupture examination indicated that the pipe was not seamless pipe but rather seam welded pipe. PG&E believes that Segment 180 was constructed using pipe previously purchased from Consolidated Western Steel Corporation in 1948, 1949, and 1953. 
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X52 DSAW Pipe Characteristics

• Double submerged arc weld (DSAW)
• Each piece 31 feet long
• Minimum yield strength – 52,000 psi (X52)

31 feet typical

Presenter
Presentation Notes
The pipe PG&E purchased from Consolidated Western was fabricated using a process known as double submerged arc welding or “D-SAW.” DSAW pipe is made from steel plate that has been formed into a tube. 

[CLICK!] 
An automated welding unit welded the tube from the outside and then welded the tube again from the inside. 

Each piece of pipe was approximately 31 feet long and had a minimum yield strength of 52,000 pounds per square inch or psi. This grade of pipe is also referred to as “X52.”
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Comparison of Pipe Attributes

Section
DSAW 

seam weld
Rolling 

direction
Yield 

strength
Weld

hardness
South joint

Pup 1
Pup 2
Pup 3
Pup 4
Pup 5
Pup 6

North joint

• None of the pups fully met PG&E’s specification for pipe
• Pups 1–5 did not conform to any known specification
• Four pups originally fabricated as short pieces of pipe

Presenter
Presentation Notes
This table shows several attributes of the pipe in the vicinity of the rupture. The circles indicate attributes that conform to Consolidated Western DSAW pipe, while the red Xs indicate attributes that do not. One attribute could not be evaluated and is indicated by a question mark.

None of the pups fully met PG&E’s specification for pipe. Furthermore, the measured attributes on pups 1 through 5 did not conform to any known specification. Of those five pups, at least four were originally fabricated as short pieces of pipe. They did not originate from standard lengths of pipe.
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Weld Comparison

Seam weld Long direction

Presenter
Presentation Notes
Next I will show an image of a typical DSAW weld and an image of the pup 1 seam weld that ruptured. To do that, we will need to look at a cross section through each weld.

[Click!] Each cross section is a slice through the wall of the pipe, as if you are looking down the long direction of the pipe. 



49

Typical DSAW Seam Weld

Outer wall

Inner wall

Raised weld reinforcement

Weld metal
(first pass)

Weld metal
(second pass)

Raised weld reinforcement

Presenter
Presentation Notes
This cross section is of a typical DSAW seam weld. The outside of the pipe was welded first and the inside of the pipe was welded second. The two welds overlap in the middle, producing a weld with full penetration. Each weld has a raised weld reinforcement so that the weld is thicker than the wall of the pipe.
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Incomplete Pup 1 Seam Weld

Outer wall

Inner wall

Unwelded region

No weld 
reinforcement

Angular misalignment

Fracture through 
weld

Presenter
Presentation Notes
This is a cross section of the pup 1 seam weld. The pup 1 seam weld was incomplete. The pipe was welded on the outside, but not on the inside. The weld penetrated through approximately half of the pipe wall, leaving an unwelded region on the inside of the pipe along the entire length of the seam. The weld reinforcement was ground flush with the pipe, and the angle between the two sides of the seam was misaligned.
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Stresses at DSAW Weld

Presenter
Presentation Notes
A computer model of a pipe with a typical DSAW seam weld was constructed as was a computer model of a pipe with a seam weld similar to pup 1. The two models were subjected to internal pressure and their response was compared. This slide shows a close up view of the model DSAW seam weld. The model pipe is under an internal pressure of 375 psi. The colors indicate the level of stress in the wall of the pipe. Blue colors indicate regions of low stress while yellow, orange, and red colors indicate regions of high stress.

The double weld has a small effect on the pipe stress. There is a small stress concentration at the point where the weld reinforcement meets the wall of the pipe, but the stresses remain below the yield stress. 
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Stresses at Incomplete Weld

Angular misalignment

Presenter
Presentation Notes
This slide shows the computer model of the pup 1 seam weld. By comparison, a geometry similar to pup 1 has a significant effect on the stresses in the pipe. The grinding of the weld reinforcement, the crack-like geometry of the unwelded region, and the angular misalignment between the two sides of the seam result in stresses that exceed the yield strength over approximately half of the intact wall thickness. The high stresses provide a driving force for crack growth along the pup 1 seam.
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Effect of Weld Defect

• Consolidated Western subjected 
DSAW pipe to proof test

• Pups 1, 2, and 3 would not have 
withstood pipe mill proof test

• Pipeline may not have passed field 
hydrostatic pressure test in 1956

Presenter
Presentation Notes
The weld defect significantly reduced the strength of the pipe. Consolidated Western subjected its DSAW pipe to an internal pressure test, or proof test, to 90 percent of the yield strength. Burst pressure calculations performed on pups 1, 2, and 3 indicated they would not have withstood the proof test. The calculations also indicated that the pipeline may not have passed a field hydrostatic pressure test in 1956.



54

Rupture of the Pipe

Pup 1
Pup 2

DSAW pipe

Presenter
Presentation Notes
On the day of the rupture, a system malfunction at the Milpitas Terminal allowed the pressure on Line 132 to increase above 375 psi. When the pressure reached 386 psi, the pup 1 longitudinal seam failed approximately mid-span. The pup 1 longitudinal seam was located on the east side of the pipe. When the seam failed, a crack began to propagate north and south from the initiation site. The branch that ran south continued into a piece of DSAW pipe. The branch that ran north continued along the pup 2 longitudinal seam. 
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Rupture of the Pipe

Gas pressure

Pup 4
Pup 5

Presenter
Presentation Notes
As the pipe opened, gas began to escape out the east side of the pipe. The gas pressure pushed against the inside of the pipe, causing the pipeline to bend westward. The resulting stresses fractured a circumferential weld between pup 4 and pup 5. 
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Rupture of the Pipe

Area of final fracture

Gas pressure

Presenter
Presentation Notes
After the circumferential weld fractured, the ruptured pipe was left attached at the southern end. The pipe twisted about the south end, ejected from the ground, and traveled approximately 100 feet south.
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Rupture Initiation Site
Rupture initiation

Long direction
Outer wall

Inner wall

Fractured weld

Unwelded region

Presenter
Presentation Notes
The upper photograph shows the ruptured pipe section at an NTSB facility. Laboratory examination revealed that the rupture initiated at an existing crack located approximately mid-span along the pup 1 longitudinal seam. The lower photograph shows a close up view of the seam at the location indicated by the white rectangle in the upper photograph. The long direction of the pipe is from left to right across the screen. Here, as elsewhere along pup 1, an unwelded region was observed adjacent to the inner wall of the pipe, and the fractured weld was observed adjacent to the outer wall of the pipe. 

[CLICK!]
The crack where the rupture initiated was approximately 2.4 inches long and 0.1 inches deep. By comparison, the unwelded region was 44.5 inches long and 0.16 inches deep. The crack first formed by ductile fracture as shown in yellow, typically associated with a single loading event. The crack then advanced by fatigue fracture as shown in green, associated with stresses that vary over time. 
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Time of Crack Formation

• 386 psig maximum recorded pressure 
at rupture location
– 2003 – 383 psig maximum
– 2008 – 382 psig maximum

• 2008 Earl Avenue sewer replacement 
project excluded

Presenter
Presentation Notes
The time over which the crack formed cannot be conclusively determined. The internal pressure on the day of the rupture is the highest pressure recorded at the rupture location going back to 1998, the earliest date for which data is available. Previously in 2003 and 2008, PG&E had increased the pressure on Line 132 at Milpitas Terminal to 400 psi. However, the downstream pressure at the rupture location never exceeded 383 psi. 

Consideration was given to the possibility that a 2008 sewer replacement project near the intersection of Earl Avenue and Glenview Drive damaged Line 132, but ultimately that possibility was excluded.
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Insufficient Quality Measures in 1956

• Seam weld defect on inside of pipe 
detectable by the unaided eye

• Inspection of inside of pipe not performed, 
misinterpreted, or ignored

• No radiography or hydrostatic pressure 
testing

• Undocumented pipe with different wall 
thickness

Presenter
Presentation Notes
There was scant evidence of quality measures associated with the 1956 construction. The seam weld defect on pup 1 ran the entire length along the inside of the pipe and was detectable by the unaided eye. PG&E’s specification for the original 1948 construction of Line 132 called for inspection of the inside of the pipe. If PG&E personnel had inspected the inside of the pipe, the missing weld should have been detected. Therefore, an inspection was either never performed, or if it was performed, the results were misinterpreted or ignored. There were no records of radiography or hydrostatic pressure testing. Either of these methods might have detected the defective welds. In addition, an undocumented piece of long pipe with a 5/16 inch wall thickness was found near the rupture location, whereas the project records indicated that only 3/8 inch wall thickness pipe was used.
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Summary of Findings
• As part of 1956 construction six pups 

installed at rupture location

• Five pups fabricated at an unknown 
facility to no known specification

• Rupture initiated at an improperly welded 
longitudinal seam in pup 1

• Defective weld detectable by the unaided 
eye

Presenter
Presentation Notes
In summary, as part of the 1956 construction of segment 180, six pups were installed at the eventual rupture location. Five of the pups were fabricated at an unknown facility to no known specification. The rupture initiated at an improperly welded longitudinal seam in pup 1. The defective weld was detectable by the unaided eye, indicating that an adequate visual inspection was not performed.
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Presenter
Presentation Notes
This concludes my presentation. I would be happy to answer any questions at this time.



Office of Railroad, Pipeline and 
Hazardous Materials Investigations

PG&E Emergency 
Response
Matthew Nicholson, P.E.

Presenter
Presentation Notes
Good morning, today I will be discussing aspects of PG&E’s emergency response following the rupture on September 9th.  (Click) 
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Dispatch and SCADA Centers

• PG&E dispatch and SCADA centers 
physically and organizationally separate

• Dispatch center acts as interface for 
emergency and manages service calls

• SCADA center responds to alarms and 
manages transmission line operations

Presenter
Presentation Notes
Both, the PG&E dispatch and SCADA control centers received the first indications of the pipeline rupture near San Bruno.  The PG&E dispatch and SCADA centers are separate departments located in different cities.  
The SCADA and dispatch centers operate independently from one another under different procedures and different supervisors.
The dispatch center, located in Concord, is the main interface for gas service technicians and emergency calls from within and outside the organization. 
The SCADA center, located in San Francisco, is strictly responsible for gas transmission line operations.  SCADA center work includes scheduling deliveries, setting and monitoring line pressures, and responding to alarms.  
 (CLICK) 
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1

2

3

4

Downstream 
valve 7:46 p.m.

Upstream valve
7:30 p.m.

Home
6:35 p.m.

Remote control 
valves shut at Martin 

Station 7:27 p.m.

1 Mile

Colma yard
6:50 p.m.
7:06 p.m.

AGas Service 
Representative 

Daly City 6:23 p.m.

Gas Service
Representative

on site 6:41 p.m.

6:31 p.m. Dispatch 
& SCADA centers 

communicate

B

6:15 p.m. SCADA
center received low 
pressure alarm from 

Martin Station6:18 p.m. Dispatch 
received first 
notification7:42 p.m. Report 

from field that 
flames have 
diminished

Presenter
Presentation Notes
Now I will highlight some of the key events leading up to the isolation of the segment 180, 95 minutes after the rupture.  (CLICK) 
Beginning just 4 minutes after the rupture, at 6:15 p.m., the SCADA center received the first low pressure alarms from Martin Station.  (CLICK) 
At 6:18 p.m., the dispatch center received its first call about a fire and explosion in San Bruno.  (CLICK) 
By 6:23 p.m., the dispatch center dispatched a gas service representative, unqualified to operate line valves, to the accident site.  (CLICK) 
At 6:31 p.m., a SCADA center operator called the dispatch center telling them of the low pressure alarms.  (CLICK) 
At 6:35 p.m., an off-duty mechanic, qualified to operate line valves, called the dispatch center to report flames that were visible from his home and drove to the PG&E’s Colma yard facility.  (CLICK) 
By 6:41 p.m., the gas service representative had arrived at the accident location.  (CLICK) 
At 6:50 p.m., the off-duty mechanic arrives at Colma yard.  
By 7:06 p.m., the mechanic, joined by a second mechanic, notified the dispatch center and a supervisor that they were leaving Colma yard to close the manual valves and shut off the gas.  (CLICK) 
At 7:27 p.m., a supervisor who was with the two mechanics called the SCADA center to have them remotely close the downstream valves at Martin Station.  (CLICK) 
At 7:30 p.m., the mechanics manually closed the upstream line valve, located just ¾ mile from the rupture site.  (CLICK) 
At 7:42 p.m., an on-scene PG&E employee reported to the SCADA center that the flames had diminished significantly.  (CLICK) 
By 7:46 p.m., the two mechanics had closed the downstream manual valve at Healy Station, which isolated the ruptured section to a 1.5 mile span.  
(CLICK) 
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Dispatch Center Functions
• Respond, assess and escalate gas 

emergencies
• Send field employee to incident location for 

assessment
• Contact SCADA center only if requested by 

on-scene field employee
• No direct notifications to emergency 

response agencies

Presenter
Presentation Notes
Under PG&Es emergency response plan the role of the Concord dispatch center is to respond, assess and escalate gas emergencies within the organization.
The dispatch center would first send a field employee to the gas incident to evaluate the danger to life and property, assess damage, make sure conditions are safe and collect necessary information.
The dispatch center will contact the SCADA center only if requested by the on-scene field employee.  The on-scene field employee is also required to make further notifications to supervisors.
The dispatch center procedure does not require the notification of local emergency responders in the event of a gas emergency. 
(CLICK) 
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SCADA Center Functions

• No written emergency response plan

• No clear process to dedicate SCADA
operators to specific duties

• No defined regions or pipelines for SCADA
operators

• Alarm response includes remote operation, 
contacting field operations, monitoring

Presenter
Presentation Notes
SLIDE 5:  SCADA Control Role
The SCADA center lacked a written emergency response plan that defined their roles or responsibilities.  Even though there was a shift supervisor, there was no clear process to dedicate SCADA operators to specific duties during a large scale emergency.
Each SCADA operator manages the entire system without a defined geographic region or pipeline segments.  Under the SCADA center operation, multiple SCADA operators could respond to an alarm event or oversee a work clearance and respond to gas incidents as occurred on September 9th. 
SCADA operators analyze all alarms and are to take corrective action in the first 10 minutes.  Actions include remote operation, contacting field operations personnel, and continued monitoring.  If the alarm persists, then a course of action must be developed between the SCADA center, field operations, and/or engineering.
(CLICK) 
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Communication and Coordination
• Information not relayed through single point 

of contact or department

• Overlapping duties and differences in 
information relayed to operations

• Lack of a defined leadership and support 
responsibilities at SCADA center

• Gas emergency plan should incorporate 
SCADA center capabilities

Presenter
Presentation Notes
As the response efforts were underway on September 9th information from field personnel was being relayed to either the dispatch center or the SCADA center and not through a single point of contact or department.  This led to information not always being shared between the dispatch and SCADA centers.  
Within the SCADA center, there were overlapping duties and differences in how information was interpreted and released to field operations and engineering personnel.  
PG&E’s response lacked defined leadership and support responsibilities within the SCADA center.  A command structure with clearly defined roles in a gas emergency is needed to streamline a response.
Execution of the PG&E gas emergency plan resulted in delays that could have been minimized had the SCADA center capabilities been incorporated as part of the emergency response plan.
(CLICK) 
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Emergency Notifications
• PG&E did not notify emergency officials

• Procedures did not require notification in 
gas emergency

• Dispatch missed opportunity with police

• NTSB June 8, 2011, recommendations
– Control rooms notify 911 with suspected 

pipeline rupture
– Operators share system-specific information 

with emergency response agencies

Presenter
Presentation Notes
PG&E did not notify emergency officials even after it was apparent that a line break had occurred.  According to the procedures, the dispatch center and SCADA center were not required to notify emergency responders of possible gas ruptures.  Furthermore, when the San Bruno police department called the dispatch center, there was a missed opportunity for the dispatcher to exchange information about the emergency.  
On June 8, 2011, the NTSB issued recommendations to PHMSA and PG&E regarding notifications from the SCADA control center to emergency responders when a possible rupture of any pipeline is indicated in the SCADA center.
In addition, the NTSB recommended that PHMSA issue guidance to operators reminding them of the importance of sharing system-specific information about their pipelines with the emergency response agencies in the jurisdiction in which those pipelines are located.
(CLICK) 
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Line Break Recognition
• SCADA center

– Unable determine exact location using 
available SCADA information

– Sufficient information in first 10 minutes

• Line 132 SCADA pressure or flow
– Not at Healy Station (3/4 from rupture)
– Not within 30-mile span after rupture

• Properly spaced instrumentation or 
advanced monitoring would have aided 
to identify location

Presenter
Presentation Notes
The SCADA center was unable to determine the actual rupture location using available SCADA information.  Although the SCADA center had adequate information to know they had a line break within the first 10 minutes following the rupture, they continued to express doubt past 7:00 p.m.
No pressure or flow information was available for Line 132 at Healy Station just ¾ of a mile from the rupture location and only a single flow meter was installed on line 132.  The nearest SCADA pressure indications following the rupture were located 30 miles apart.  
Properly spaced instrumentation or more advanced SCADA monitoring such as leak detection would have aided the SCADA center in locating, confirming, and directing resources to the rupture.  The SCADA center may have taken intermediate actions to reduce upstream pressures or remotely close valves if the location had been better defined.
(CLICK) 
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Rapid Response
• Emergency response took 95 minutes
• SCADA center could have utilized RCVs 
• Pressure drop sufficient for ASVs
• PG&E failed to evaluate risks properly
• ASVs and RCVs likely would have isolated 

ruptured section 1-hour earlier
• ASVs incorporating smart controllers and ability 

to operate like RCV

Presenter
Presentation Notes
PG&Es gas emergency plan resulted in a 95 minute response time for a single crew to stop the flow of gas, resulting in greater damages.  
The SCADA center staff had the earliest knowledge of the line break and could have remotely shut valves to isolate the rupture, if that option had been available to them.  Further, the pressure drops on both sides of the rupture were sufficient to have tripped an automatic shutoff valve if they had been installed.
PG&E did not properly evaluate all of the risks identified under the regulation for the installation of automatic shutoff valves or remote control valves, known as ASVs and RCVs, under its integrity management program.  Factors such as swiftness of leak detection and location of nearest response personnel were not addressed.
Had automated shutoff valves or remote control valves been spaced along line 132, the ruptured section likely would have been isolated an hour earlier.
Automatic shutoff valves continue to incorporate features that make them less susceptible to instantaneous pressure fluctuations.  Valve controllers record line pressures and offer the ability to operate the line valve as an automatic shutoff device or as a remote control valve. 
(CLICK) 
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Summary
• Company gas emergency plan emphasizes 

assessment 
• Gas emergency plan does not include 

comprehensive SCADA center procedure
• SCADA center had earliest knowledge but 

lacked organization and instrumentation
• No calls made to emergency responders
• SCADA center could have stopped gas an 

hour earlier with RCVs

Presenter
Presentation Notes
In summary, PG&E’s company gas emergency emphasizes assessment over direct action and required 95 minutes to direct adequate resources to the valve locations necessary to stop the flow of gas.
The gas emergency plan does not include a comprehensive SCADA center response procedure that defines a command structure or roles.
The SCADA center had the earliest information regarding the line break but lacked an effective organizational model and adequate instrumentation to identify the rupture location with any accuracy.
Neither the SCADA center nor the dispatch center attempted to communicate with emergency responders to get more information or share the information that they had. 
At the NTSB investigative hearing held here in March, PG&E conceded that had RCVs been available to the SCADA center, the response time would have been reduced by an hour.
Staff has proposed recommendations addressing these areas.
(CLICK) 
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Presenter
Presentation Notes
Thank you, this concludes my presentation.  Staff is prepared to address questions from the Board or we may proceed with the next presentation. 




Office of Railroad, Pipeline and 
Hazardous Materials Investigations

Pipeline Integrity 
Factors

Robert J. Hall, P.E.

Presenter
Presentation Notes
Good Morning. My presentation will cover the exemption given to older pipelines with regard to pressure testing, PG&E’s integrity management program, and the application of in-line inspection technology to older natural gas pipelines. 

[CLICK]
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MAOP
• Essential safety parameter
• Provides safety margin
• CPUC exempted pre-1961 pipelines 

from pressure testing
• DOT grandfathered untested            

pre-1970 pipelines
• Safety margins unknown

Presenter
Presentation Notes
The maximum allowable operating pressure or MAOP of a pipeline is an essential safety parameter upon which pipeline safety margins are based.
Pipelines constructed to current regulations include safety margins ensuring MAOPs are set well below the failure pressure. Today’s pipelines are also pressure tested to ensure they can withstand pressures greater than the MAOP but within prescribed safety margins.  
In 1961, when the California Public Utilities Commission issued its first natural gas pipelines safety regulations, pipelines built before 1961 were exempt from some requirements, including pressure testing.  
In 1970, the U.S. Department of Transportation issued Federal Safety Standards for Natural Gas Pipelines. The regulations included a grandfather clause that allowed the continued operation of existing untested pipelines with an MAOP based on pressure history. These rules were subsequently adopted by California and most other states.
Because grandfathered pipelines are not required to meet the design and testing requirements of new pipelines, the safety margins are unknown. [CLICK]
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Line 132 MAOP

• 400 psig

• Would have failed a pressure test

• Had no safety margin

Presenter
Presentation Notes
The specified MAOP for Line 132 was 400 psig pursuant to the grandfather clause. 
Grandfathering of Line 132 by CPUC in 1961 and then by DOT in 1970 resulted in missed opportunities to detect the defective pipe. The NTSB investigation showed that the defective pipe would have failed had it been tested in either 1961 or 1970. 
Line 132 failed at a pressure below the MAOP. It had, in effect, no safety margin, a condition allowed by the grandfather clause.
[CLICK]
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PG&E Integrity Management

• Pipeline records

• Threat identification

• Threat assessment

• Program self-assessment

Presenter
Presentation Notes
The elements of an effective integrity management program are accurate and complete pipeline records; comprehensive threat identification and assessment; and self-assessment of program effectiveness. Staff found significant issues with each of these elements. 
[CLICK]
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PG&E Pipeline Records

• Key pipeline parameters assumed
– Wall thickness
– Specified minimum yield strength
– Depth of ground cover

• Obvious errors not corrected

• Assumptions not conservative

Presenter
Presentation Notes
PG&E’s pipeline records, in many cases use assumed values for key pipeline parameters, including wall thickness, specified minimum yield strength, and depth of ground cover. The records also include many obvious errors. For example the accident pipe was listed as seamless, a type of pipe that did not exist in a 30-inch size. PG&E excavated many of the pipeline segments with missing, assumed, or erroneous data.  Of 13 segments so exposed on Line 132, two had an assumed wall thickness and four had an unknown depth of cover, factors that could have been easily measured but went uncorrected. 
PG&E told investigators, if information is absent, PG&E uses conservative assumptions to ensure generous safety margins. However, investigators found many instances where PG&E did not use conservative values, including the use of higher material strengths than allowed by regulation.
The lack of complete and accurate pipeline information prevented PG&E from making accurate assessments and evaluations of pipeline integrity. [CLICK]
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PG&E Threat Identification

Program Actual

Presenter
Presentation Notes
PG&E’s program considered four threats: external corrosion, design/manufacturing, third-party damage, and ground movement.
Although the relative weights used by PG&E to assess the four threats are generally consistent with industry averages, the weights are not consistent with PG&E’s actual leak, failure, and incident experience. For example, here on the left in red you can see design and manufacturing threats are weighted at 10 percent in PG&E’s program, but as shown here on the right they accounted for 24 percent of PG&Es leaks, failures, and incidents. On the left in white, the threat of ground movement is weighted at 20 percent, but it did not account for any of PG&E’s actual leaks, failures, and incidents. 
PG&E’s program significantly understated the threats due to external corrosion and design and materials, and overstated the threats due to third-party damage and ground movement. [CLICK]
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PG&E Threat Assessment

• Weld seam defects not considered
– Manufacturing cracks
– 1988 seam leak

• PG&E incorrectly considered seam 
defects stable

• Line 132 integrity assessment 
method could not find seam defects 

Presenter
Presentation Notes
Known design/material and construction defects were not assessed under PG&E’s integrity management program. These defects include four longitudinal seam weld cracks found during radiography as part of the 1948 construction and a 1988 longitudinal seam leak caused by a material failure. 
PG&E acknowledged at the NTSB investigative hearing that PG&E regarded design/material and construction threats on Line 132 as stable, and therefore used only direct assessment to assess the integrity of the pipeline. 
Scientific studies have discredited the assumption that manufacturing and construction related defects are stable in pipelines that have not been hydrostatically pressure tested. According to a Gas Research Institute report, manufacturing defects can only be considered stable if the pipeline has been subjected to a pressure test that is at least 125 percent of MAOP.
The integrity management rules allow operators to assess the integrity of their pipelines using pressure testing, in-line inspection, or direct assessment. The direct assessment methodology chosen by PG&E provides information only about known threats, while in-line inspection and hydrostatic testing can identify critical threats known and unknown. [CLICK]
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In-Line Inspection Technology
• Could have detected the defective 

pipe in Line 132
• Used to detect many defects

– Corrosion
– Dents and gouges
– Seam defects

• Tests entire segment
• Used to monitor defects

Presenter
Presentation Notes
According to testimony from the NTSB investigative hearing, in-line inspection could have detected the defect that caused the rupture of Line 132 if it had been used. 
The detection, identification, and elimination of pipeline defects before they result in catastrophic failures is critical to pipeline safety. The use of specialized in-line inspection tools is a uniquely promising option to identify and evaluate damage caused by internal and external corrosion, external damage including dents and gouges, and seam defects. Unlike other assessment techniques, in-line inspection is continuous throughout the entire pipeline segment and, when performed periodically, can be used to monitor defect growth rates. [CLICK]
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In-Line Inspection Technology

• Over 50 percent of gas transmission 
pipelines are not suitable for in-line 
inspection

• New tools under development

• Many older pipelines have not been 
in-line inspected

Presenter
Presentation Notes
At the time Line 132 was constructed, in-line inspection tools had not been developed. Due sharp bends, changes in diameter, and restricting fittings, over 50 percent of our nation’s natural gas transmission pipelines, like Line 132, cannot accommodate available in-line inspection tools. New tools being developed address this problem, but they are not yet available for all pipeline applications.
Only in-line inspection can provide visualization of the internal pipe structure. In-line inspection is not possible in over half of our nation’s pipelines. Consequently, these are older pipelines, including grandfathered pipelines, have not been in-line inspected, unlike more recently installed pipelines. [CLICK]
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PG&E Self-Assessment

• PG&E collected and reported 
metrics to PHMSA and CPUC

• Program element effectiveness not 
measured

• Serious deficiencies not identified 

Presenter
Presentation Notes
The PG&E integrity management program included periodic self-assessments and measures to evaluate the effectiveness of the program. Measures, reported semiannually to PHMSA and CPUC, include system miles; miles of pipelines inspected; number of immediate repairs and scheduled repairs; and number of leaks, failures, and incidents classified by cause. 
Although the number of leaks, failures, and incidents provides an overall measure of program results, the required measures are of little value in assessing the effectiveness of individual program elements. Although PG&E reported the required measures and conducted periodic self assessments, PG&E’s actions did not identify and correct the problems with the pipeline records or pipeline threat assessments. Mr. Trainor will address the use of meaningful measures and self assessment in his presentation that will follow. [CLICK]
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PG&E Program Summary
• Incomplete and inaccurate records
• Understated construction threats
• Failed to consider known defects
• Employed an inappropriate 

assessment  method
• Assumed seam defects stable
• Superficial self-assessments

Presenter
Presentation Notes
In summary, the PG&E gas transmission integrity management program (a) was based on incomplete and inaccurate pipeline information; (b) significantly understated the threats due to design and manufacturing; (c) did not consider known longitudinal seam defects; (d) allowed PG&E to chose an inappropriate assessment method that was incapable of detecting seam defects, such as the weld defect in the accident segment that led to the rupture; (e) considered known manufacturing- and construction-related defects on Line 132 to be stable even though the pipeline had not been pressure tested; and (f) included self-assessments that were superficial and resulted in no improvements to the integrity management program. [CLICK]
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Presenter
Presentation Notes
Staff is proposing recommendations to address the issues with the MAOPs for grandfathered pipelines, PG&E’s integrity management program, and in-line inspection technology. This concludes my presentation on pipeline integrity factors. The staff will now answer any questions you may have. [CLICK]





Office of Railroad, Pipeline and 
Hazardous Materials Investigations

Oversight
Robert H. Trainor, P.E.

Presenter
Presentation Notes
Good afternoon.

The scope of PG&E’s operational problems and its lack of an effective corporate culture led staff to look at regulatory oversight exercised by Federal and state pipeline safety regulators. The first portion of the presentation addresses performance-based safety programs, specifically integrity management programs. The second portion addresses authority and enforcement issues.

[click]
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Performance-Based Programs

• Application of information to assess 
whether performance goals met

• Performance measurement—data 
measured, methods, and collection

• Evaluation—explain relationship 
between activities and outcomes

Presenter
Presentation Notes
Management of performance-based programs requires the systematic application of information generated by performance plans. The subsequent evaluation of this information then gives direction to elements of strategic planning, such as establishing performance goals, assessing whether performance goals are met, and determining the cause when goals are not realized.

The components of performance-based management are performance measurement and evaluation.

Performance measurement involves determining what data to measure, identifying data collection methods, and collecting the data.

Evaluation requires assessing progress toward performance goals by explaining or establishing causal relationships between program activities and outcomes.

[click]
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Performance-Based Pipeline 
Regulations
• Pipeline Safety Act of 2002

– Conduct risk analyses of pipelines
– Implement integrity management 

programs

• Performance goals basis of new 
regulations

• Regulations effective January 2004

Presenter
Presentation Notes
With the passage of the Pipeline Safety Act of 2002, PHMSA was mandated to issue pipeline safety regulations that required pipeline operators to conduct risk analyses of their pipelines and to implement integrity management programs.

Until this time, Federal and state pipeline safety regulations were largely prescriptive. Because prescriptive regulations tend to be very specific, Federal and state regulators have been able to employ a “check-the-box” approach in conducting their audits.

In response to the 2002 Act, PHMSA developed broad performance goals as the basis for its regulations for integrity management programs.

The pipeline industry assisted PHMSA in this rulemaking effort.

The integrity management regulations for gas transmission pipelines became effective in January 2004.

[click]
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Operator Self-Assessment

• Measure semiannually whether 
integrity management plans
– Effective in assessing pipeline integrity
– Protecting high consequence areas

• Implementation, execution, 
evaluation, and adjustment of plan

Presenter
Presentation Notes
The effectiveness of an operator’s integrity management program hinges on many factors as Mr. Hall discussed. Of these factors, an operator’s self-assessment is among the most critical. Federal regulations for gas pipelines (49 CFR 192.945) require gas pipeline operators to measure semiannually whether their integrity management plans are effective in assessing and evaluating the integrity of each covered pipeline segment and in protecting the high consequence areas.

The self-assessment requirements clearly go beyond an operator simply developing an integrity management plan. The regulations emphasize the importance of the implementation, execution, evaluation, and adjustment of the plan.

[click]
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Challenges

• Evaluate the operator’s technical 
justifications

• Easier with prescriptive regulations

• Struggling to make the transition

• Not applied performance-based 
approaches

Presenter
Presentation Notes
A PHMSA deputy associate administrator and the CPUC pipeline safety director both acknowledged during the NTSB investigative hearing that performance-based regulations are difficult for operators to implement and for regulators to oversee because regulators have to evaluate the adequacy of an operator’s technical justifications.

Both also acknowledged that oversight is easier with prescriptive regulations.

Although the Federal regulatory scheme, and by extension, state regulatory schemes, have evolved from a prescriptive program approach to a performance-based safety program approach, PHMSA, the CPUC, and likely other state regulators are struggling to make this transition.

PHMSA and likely state regulators having oversight of pipeline performance-based safety programs have not applied the same performance-based approaches for the evaluation of their respective oversight programs that the pipeline operators are being called to implement. 

[click]
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Application to Pipeline Safety

• Operator
– Develop integrity management plan
– Execute the plan
– Evaluate the effectiveness of the plan

• Regulator
– Operator compliance
– Self-assessment of oversight protocols

Presenter
Presentation Notes
The effectiveness of pipeline safety programs founded on performance-based principles is dependent on the dual accountability of both the operator and the regulator.

The operator must develop and execute its integrity management plan and evaluate its results.

The regulator must be able to verify that operators have not only developed the performance based programs but also that the programs are effectively implemented and executed. The regulator must also take the same approach in conducting self-assessments of its enforcement protocols for performance-based safety programs.

[click]
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Meaningful Metrics

• Quantify results

• Measured against performance goals

• Provide comparisons enabling 
organizations to
– Assess whether performance goals met
– Identify cause of safety problems

Presenter
Presentation Notes
Critical to this process for both the operator and regulator is the selection of metrics that quantify results that can be measured against specified values and/or performance goals.
 
Such metrics provide a basis of comparison that enables organizations, such as pipeline operators and regulators, to evaluate and assess whether their respective operating performance goals are being met and to identify the cause of critical safety problems.

The lack of effective and meaningful metrics was apparent not only in PG&E’s execution of its integrity management program but also in the oversight exercised by CPUC and PHMSA.

[click]
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Authority and Enforcement

• Issues stemming from the exercise 
of authority and enforcement

• CPUC—regulator for California

• PHMSA—monitor of state agencies

Presenter
Presentation Notes
Staff also considered oversight issues stemming from the inadequate exercise of authority and enforcement by the CPUC and PHMSA.

CPUC , as the regulator for pipeline safety within California, and PHMSA as the monitor of state regulatory agencies. 

[click]
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CPUC Lapses

• Failed to uncover pervasive 
longstanding problems

• Failure precluded taking enforcement 
actions

• Opportunities lost to
– Identify needed corrective action
– Follow through and ensure that 

corrective actions completed

Presenter
Presentation Notes
The CPUC failed to uncover the pervasive and longstanding problems within PG&E.

This failure precluded the CPUC from taking enforcement action against PG&E. Opportunities were lost to identify needed corrective action and to follow through and ensure that PG&E completed any prescribed corrective actions in a timely manner.
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PHMSA Actions

• Awarded superior ratings to CPUC’s 
pipeline safety program

• Participation in 2005 training audit 
had no effect
– Uncovering PG&E’s systemic 

problems
– Accurately assessing the quality of 

oversight exercised by CPUC

Presenter
Presentation Notes

In the years prior to the San Bruno accident, PHMSA gave the CPUC’s pipeline safety program superior, if not outstanding, rating scores.

PHMSA’s participation in the 2005 training audit with the CPUC of PG&E did not make any apparent difference in uncovering PG&E’s systemic problems or in accurately assessing the quality of oversight exercised by the CPUC.
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Authority
• PHMSA authority sufficient to

– Enforce regulations
– Address noncompliance

• CPUC authority less clear
– Pipeline one of many regulated utilities
– Potential conflict between rate setting 

and pipeline safety programs
– No direct authority to issue violations 

or penalties 

Presenter
Presentation Notes
Staff believes that PHMSA has sufficient authority to enforce Federal pipeline safety standards and to address noncompliance by a pipeline operator.

In contrast, the authority of the CPUC’s pipeline safety group is less clear. Pipeline safety is one of many utility programs under the jurisdiction of the CPUC. And the CPUC also sets utility rates, which creates a potential conflict between the CPUC’s rate setting responsibilities and the enforcement of pipeline safety programs.

Perhaps most importantly, the pipeline safety group cannot directly issue violations or assess civil penalties against noncompliant pipeline operators. This authority rests with the appointed members of the CPUC.
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Enforcement

• Quality and effectiveness at Federal 
and state level in doubt

• Some operators able to ignore 
regulations without serious concern 
of meaningful enforcement actions

Presenter
Presentation Notes
Because of the lapses of oversight exhibited by the CPUC and PHMSA and the apparent lack of direct authority within the CPUC, the quality and effectiveness of enforcement within California were clearly lacking. Further, the regulatory structure within the CPUC is typical of other states. Consequently, the quality and effectiveness of pipeline safety programs at both the Federal and state level are in doubt.

The longstanding organizational failures of PG&E and the doubts about the level of enforcement nationally suggest that operators are able to ignore the regulations without serious concern of any meaningful enforcement action against them.

Staff has proposed recommendations to address these oversight issues.
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Presenter
Presentation Notes
This concludes my presentation. I will be happy to respond to any questions from the Board.
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