
Operating Issues
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Presenter
Presentation Notes
Good morning.  
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Issue Areas

• How the alerter functioned
• Alerter ineffectiveness in 

addressing crew fatigue
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Presenter
Presentation Notes
My presentation will cover two issue areas.

The first area will be a description of how the alerter functions and specifically how it functioned in this accident.

The second will be about the alerter’s ineffectiveness in addressing crew fatigue.

{next slide}




Alerter Alarm Cycle

• When the engine 
brakes are 
released the 
alerter is activated

• Below 20 mph –
2-minute alerter 
cycle

• Above 20 mph –
alerts more often
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Speed Approximate Cycle in 
Seconds
EMD GE

30 MPH 120 80

40 MPH 120 60

50 MPH 96 48

60 MPH 80 40

70 MPH 69 34

Presenter
Presentation Notes
When the locomotive brakes are released the alerter alarm cycle begins.

Below 20 mph - it will alarm every 2 minutes if no operating inputs are detected.
Above 20 mph – the time between alerter alarms decreases depending on speed and locomotive type.

Here is a chart showing two different alerter alarm cycles based on speed and locomotive manufacturer.

For example: At 30 mph the EMD locomotive alarms every 120 seconds and the GE every 80 seconds and at 70 mph the EMD locomotive alarms every 69 seconds and the GE every 34 seconds.


{next slide}





Alerter Alarm Sequence

• 4 to 6 seconds flashing light only
• 6 to 10 seconds adds an on/off 

audible horn
• After 10 seconds audible horn is 

continuous 
• After 24–26 seconds train brakes 

apply
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Presenter
Presentation Notes
When activated at first there will be a flashing light for 4 to 6 seconds 
Then an additional on/off audible horn sounds for 6 to 10 seconds
After the 10 seconds the audible horn is continuous for another 10 seconds.
Finally, after a total of 24 to 26 seconds, without a response from the crew, the train brakes will apply and the locomotive power setting will drop to idle and the train will come to a stop.
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Resetting Alarm Cycle

• Throttle or Dynamic Brake
• Horn
• Bell
• Reset Button
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Presenter
Presentation Notes
However, the engineer can interrupt the alerter alarm cycle at any time and reset the alerter by:

 Adjusting the throttle or dynamic brake
 Using the locomotive horn/whistle
 Turning on the bell or
 Simply pushing the alerter reset button
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Presenter
Presentation Notes
Here is  a picture taken from behind and above the engineers’ seat facing forward. The window in the upper right of the photograph looks forward out of the cab; to the left is the locomotive control stand used by the engineer to operate the train. It is the same as the accident locomotive.
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Presenter
Presentation Notes
The next four slides will review the engineer’s activities in this accident and the alerter alarm activations after passing the red grade signal about 2 miles, and about 8 minutes before the collision.

The graphic is read from left to the right. It shows the train travelling at 13 mph past the red grade signal at 6:47:07 and then the alerter alarm activates at 6:48:11. The engineer reset the alerter with the reset button after the light had flashed for about 5 seconds and then the horn sounded or chirped for 3 seconds. 
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Presenter
Presentation Notes
After resetting the alerter, the engineer waited 37 seconds before making a throttle adjustment from 7 to 6, 52 seconds later he lowered the throttle from 6 to 5 and then after 54 seconds from 5 to 6. The heavy train had slowed to 10 mph because most of the train was still on the slight ascending grade. The engineer turned off the sand at 6:51:00.
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Presenter
Presentation Notes
Once the sand was turned off there was 2 minutes and 2 seconds of inactivity. The speed increased from 10 mph to 18 mph and at 6:53:02 the alerter alarm was activated.   The light flashed for about 5 seconds, then the audible horn chirped for about 3 seconds, and the engineer reset the alerter using the reset button --- almost identical to the reset pattern shown earlier at 6:48:11.

Seconds later the engineer adjusted the throttle down from 6 to 5 and then to 4. The train was traveling at 18 mph and accelerating as more and more of the train was on the slight descending grade.
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Presenter
Presentation Notes
After those throttle adjustments there were no more activities recorded by the event recorder. When the rear of the standing train was visible the train was traveling at 20 mph and accelerating.


The alerter alarm was not due to activate for at least another 7 seconds.
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Alerter in Red Oak Accident

• Last throttle change was 1 minute 53 seconds 
before impact

• The train traveled 3,344 feet 
• Standing train was visible for 1,364 feet
• No recorded activity by the engineer
• Train accelerated 20 to 23 mph
• Alerter neither interceded nor was designed to 

intercede during this critical time
• Alerter did not ensure restricted speed
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Presenter
Presentation Notes
In this accident, the last throttle change by the engineer on the striking train was 1 minute and 53 seconds before impact. 
During this time the train traveled 3,344 feet without an alerter alarm activation and the locomotive controls were never changed by the engineer. 
Post accident re-enactments determined that the rear of the standing train was visible for 1,364 feet. 
The event recorder data showed that there was no activity by the locomotive engineer to change the controls of the locomotive the entire time the standing train was visible. 
The train accelerated from 20 to 23 mph.
The alerter neither interceded nor was designed to intercede during the approach to the standing train. 
The alerter did not ensure that the crew operated the train at restricted speed.
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Safety Issue

Alerter ineffectiveness in 
addressing crew fatigue
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Presenter
Presentation Notes
As pointed out in Doctor Jenner’s presentation, the most likely reason for the crews’ lack of response to the presence of the standing train was that they had fallen asleep due to fatigue.

I will now discuss the alerter’s ineffectiveness in mitigating fatigue.
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Alerters and Fatigue
MIT In-Cab Alerter Technology 
Assessment in 2007
• Estimated for a 12-month period
• Several dozen incidents
• Alerters stopped the trains
• “… clearly conventional alerters are 

not preventing all fatigue and 
alertness related accidents.”
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Presenter
Presentation Notes
According to the Locomotive In-Cab Alerter Technology Assessment done by Massachusetts Institute of Technology (MIT) and Published in July of 2007:

It was estimated that during a 12-month period on U.S. railroads, there were at least several dozen incidents where the engineers failed to respond to an alerter activation for the entire 20 to 25 seconds, and the trains were stopped automatically.

The assessment concluded:

“…clearly conventional alerters are not preventing all fatigue and alertness related accidents.”
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Alerters and Fatigue
• The NTSB has concluded engineers 

reset alerter alarms by a reflex action 
as if they were a “snooze alarm.”

• The alerter does not address the 
actual fatigue status of an engineer

• Engineer may be aroused by the 
alerter but remains fatigued

• Only restful sleep mitigates fatigue
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Presenter
Presentation Notes
In previous reports the NTSB has concluded engineers reset alerter alarms by a reflex action as if they were a “snooze alarm.”

The alerter does not address the actual fatigue status of an engineer.

Engineer may be aroused by the alerter but still remains fatigued.

And only restful sleep will mitigate fatigue.
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Monitoring Fatigue

• In-cab video with imaging analysis
• Develop fatigue markers from alerter 

reset patterns
• Develop fatigue markers from real-

time event recorded engineer activities
• Research yet unidentified methods to 

determine crew fatigue
• Recognize restful sleep addresses 

fatigue
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Presenter
Presentation Notes
Using other inputs to determine the fatigue status of engineers could be helpful, such as:

In-cab video with imaging analysis could be used.

Railroads could develop fatigue markers or signatures from alerter reset patterns.

They could develop fatigue markers or signatures from real time event recorded engineer activities.

Research could be done to find yet unidentified ways to address crew fatigue that current alerters cannot.

And again, all of these methods must recognize the best method to address fatigue is restful sleep.
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Alerters and Fatigue

• Alerters are one element of risk 
mitigation

• Need to explore other methods 
to detect and address crew 
fatigue
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Presenter
Presentation Notes
Alerters are only one element of  risk mitigation and there is a need to examine locomotive alerters within a broader context of using technology to identify innovative ways to address on-duty crew fatigue.
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Staff Conclusion

Locomotive alerters only detect 
engineer inactivity and are not a 
substitute for an effective fatigue 
mitigation strategy
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Presenter
Presentation Notes
Staff found that the locomotive alerters only detect engineer inactivity and are not a substitute for an effective fatigue mitigation strategy.


Staff has proposed recommendations to address this issue.
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Presenter
Presentation Notes
Tim DePaepe will now discuss issues related to the signal system and positive train control.
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