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A Case for Higher Data Rates

Ralph A’'Harrah
NASA HQ
George Kaseote
FAA HQ

KEYWORDS
Aviation, Safety, Data-rate, Aircraft-Pilot Coupling.

INTRODUCTION

Flight data recorders required to support aviation accident investigations have benefited from numerous
advances in recorder technology. These numerous technology advances for the most part have been
directed at increasing the number of recorded parameters, improving the recording media, and improving
reliability, maintainability, survivability and recovery characteristics. While these several aspects of the
recorders have been improved, there has not been an associated increase in the once-per-second (1.0 Hz.)
rate at which the flight data is recorded for accident analysis. This once-per-second rate has persisted in
spite of the fact that technology advances could support much higher data rates, as demonstrated by rates
of 20 to 100 data points per second (20 to 100 Hz) of current flight test data recordings. The need for a
data rate above one data point per second evidently has not been conclusively established for accident
analysis.

While the aviation accident rate is rewardingly low, the aviation accident rate has remained stubbornly
unchanged for the past two decades in spite of the billions of dollars invested for safety improvement.
The following review of the accident data for the most recent ten-year period for which data is available,
may provide some insight as to a potential reason for our inability to further improve our aviation
accident rate.

During the period from 1988 through 199the worldwide commercial jet fleet experienced 213 hull loss
accidents. For 105 of these accidents, or 49% of the total accidents, the “flight crew” was listed as the
primary causal factor. An additional 64 accidents, or 30%, listed “unknown” as the primary causal factor.
These statistics indicate that nearly 80% of the hull loss accidents for the most recent ten year period are
the results of causal factors for which there is incomplete understanding of exactly what problems need to
be solved. Can there be a credible expectation for reducing the accident rate by 80% within’en years
when 80% of the causal factors aren’t well understood.

The intent of this paper is to demonstrate the need, and argue for the establishment of data rate
requirements at least an order of magnitude greater than today’s requirements for selected parameters
under particular conditions, and to describe the potential benefits that would be derived from the
increased data rates.

THE NEED FOR HIGHER DATA RATES

The argument will be made as follows:
» Atroubling, and often catastrophic phenomena causing temporary loss of control of the aircraft will
be described,

1 Statistical Summary of Commercial Jet Airplane Accidents, Worldwide Operations, 1959 —1997, Boeing Commercial Airplane
Group, June 1998
2 White House Commission on Aviation Safety and Security, Vice President Al Gore, Chairman, February 12, 1997
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* Recent experiences of this specific control-loss phenomena will be presented,

» Aflight test program to expose seven FAA certification pilots to the loss of control phenomena will
be described.

» An analysis of the flight test results taken at a data rate of 20, 10, 4, and 1 data points per second to
illustrate the degradation of the information content as the data rate is decreased. Associated with the
degradation is the shift in the primary causal factor from an aircraft problem (correct answer) to a
pilot problem (wrong answer).

» The paper will conclude with a brief projection of the potential benefits of increased flight recorder
data rates on aviation accident statistics, and to the aviation safety program.

AIRCRAFT-PILOT COUPLING (APC) — A LOSS OF CONTROL PHENOMENA

Discordant Aircraft-Pilot Coupling is a loss of control phenomena resulting from dynamic distortion of

the pilot-aircraft control system. The dynamic distortion will occur in two areas:

» in the information upon which the pilot judges the aircraft's response to his control inplgiedhe
backloop)

» inthe actual response of the aircraft to the pilot’s control inputsfédueforwardoop)

The result of a small amount of dynamic distortion (for example, a delay of 0.1-0.2 second between the
pilot’s control input and the control surface output typical for today’s aircraft) may cause a momentary
loss of control during an aggressively flown recovery from an upset. The pilot’s impression of this APC
encounter will be that the incident may have been the result of an external disturbance, or pilot over
control. From a hull loss perspective, such instances of momentary loss of control would be catastrophic
only if there was contact with the ground or another aircraft, or the structural limits were exceeded.
However, passenger discomfort/injury is likely, particularly if passengers are unbelted.

The results of substantial dynamic distortion (that is, a delay of greater than 0.2 of a second between the
pilot’s control input and the control surface output) can result in such discordant aircraft responses to the
pilot’s control input that the pilot becomes convinced that the control is broken. Substantial dynamic
distortion is the result of the pilot “over driving” the cockpit control beyond the surface actuator (or
software) rate limit and/or the control surface deflection (or software) limit. Such “over driving” might

be expected during a flight saving recovery to counter a large upset in close proximity to the ground, or an
impending mid air collision.

The tendency for pilots to experience the feeling that “the control system is broke” can be further
exacerbated during moderate maneuvering by a degradation of the control surface actuator performance.
This actuator performance available to the pilot will degrade from of the following:

1) reduced hydraulic pressure from a partial hydraulic system failure,

2) increased friction and flow restrictions caused by the actuator servo valve distortion,

3) depletion of the hydraulic pressure caused by the significant demands of other surfaces/systems.

RECENT APC EXPERIENCES
A partial listing of recent aircraft that have recognized and reported APC events during development
flight-testing is provided in the following table:

3 Aviation Safety and Pilot Control, Committee on the Effects of Aircraft-Pilot Coupling on Flight Safety, National Research
Council, 1997, Table 1-2
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Aircraft Date Description
B-777 1995 Several varied events

« pitch oscillation at touchdown
3 Hz structural coupling
* Pitch oscillation on take-off

B-2 1994 Approach, landing, aerial refueling
V-22 1994 Several varied events

C-17 1988-94  Several varied events

YF-22 1992 Following aborted landing

JAS-39 1993 Low altitude flight demonstration
1AQ_0 100N Diirinn annrnarh

Table 1. Recent APC Events

The above listed aircraft have several common factors:

» All employ a fly-by-wire control system,

» All used design guides derived from past experience to help design an aircraft with harmonious
aircraft-pilot interaction,

» All extensively used ground-based flight simulation facilities as a tool to help design an aircraft with
harmonious aircraft-pilot interaction, and several utilized in-flight simulation to complement the
ground-based efforts,

» During the development process, all were specifically flight tested to discover any lingering APC
tendencies,

» Yet every one of these aircraft did, after all of the above precautions, experience one or more APCs in
subsequent flight testing,

» The identified design flaws contributing to the APC events, were satisfactorily corrected.

However, one of the more disturbing aspects of APC is that the chances of recognizing APC as a primary
causal factor in an accident or incident are exceedingl{Withiout the higher data rates currently only
utilized during the development flight testing.

AN APC EXPOSURE/TRAINING INITIATIVE

For two weeks this past December (1988), seven FAA certification test pilots and five flight-test

engineers were involved in a concentrated APC training session conducted at the Calspan Flight Research
Facility in Buffalo, NY. The training included lectures; ground based simulation, and in-flight simulation

on a variable stability Learjet incorporating both a control column and a side stick. On several occasions
during the actual flights, APC encounters resulted in loss of control of the aircraft in situations that could
well have resulted in a crash. The crash was avoided by the Calspan safety pilot taking control of the
aircraft. Control is taken by the safety pilot hitting a paddle switch on his stick, which disengages both

the visiting pilot’s controls, and the variable stability system.

A typical APC exposure task was a precision landing commenced from an offset approach as depicted in
Figure 1:

4 Aviation Safety and Pilot Control, Committee on the Effects of Aircraft-Pilot Coupling on Flight Safety, National Research
Council, 1997, Finding 3-2
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Figure 1. Offset Landing Task

An example data set for an offset approach is presented in Figure 2.
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Figure 2. Time Histories of Offset Approach
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APC DATA ANALYSIS

Data taken during the APC exposure and training flights are used to illustrate the critical importance of

the higher data rates to establish the primary causal factor in accident investigations involving APC. The
data are taken from one of the offset approaches for which control was lost. An accident was averted by
the safety pilot taking control of the aircraft. Parameters were recorded at a data rate of 20 data points per
second, or 20 times the usual data rate available to accident investigators. This 20 data points per second
rate is on the low side of most of the data rates used during the development flight testing which
recognized the APC experiences in the previous section. Over sixty flight parameters were recorded
during the APC exposure. However, only two parameters are needed to address the dominant cause of
the more currently recognized APC. Specifically, only an examination is required of the pilot’s input at

the cockpit controls, and the associated control surface response, which are shown in the Figure 3.
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Figure 3. Pilot Input and Surface Output Time Histaies

The time delays that can be determined from this Figure 3 flight data as a function of the recording rate
are as follows

Time Delay - milliseconds Data Rate —Hz.
350 20
300 10
250 4
0 1

Table 2. Time Delays Extracted from Figure 3 Time Histories

The identical data set from the same time history, plotted at data rates of 20, 10, 4 and 1 Hz are shown in
Figure 3, with the associated time delays that would be read from those figures listed in Table 2. The
ability to consistently discern the magnitude of the time-delay is shown in Figure 3 and the associated
Table 2 listing of time delays to substantially degrade with the lower data rates. Note that there is no
discernable/measurable time delay at the 1.0 Hz data rate currently exercised on most flight data

recorders.

APC DATA SENSITIVITY
In an effort to put this 350 msec time delay in perspective, and to stress the implications of overlooking a

350 msec time delay, a review of the guidance given for the design of military aircraft is warranted. As
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early as 1980, military specifications stattithtthe response of the airplane motion to a pilot-initiated
step control force input shall not exhibit a time delay longer than the following

TABLE XIV. Allowable airplane response delay

Level Allowable Delay ~ Seconds
1 0.10
2 0.20
3 0.25

Table 3. From Paragraph 3.5.3 of Military Specification MIL-F-8785C

... where the Levels 1, 2 and 3 refleatieéquate for mission completipfiincreased pilot
workload/mission degradatiénand “excessive pilot workload/inadequate mission effectivgness
respectively.

From the Figure 3 time history recorded at 20 Hz, the time delay between the pilot’s input and the
associated control surface output would be the 350 msec, as listed in Table 2. . This 350 msec time delay
is well in excess of the 0.10 to 0.15 seconds delay that is generally accepted éjirasrtthe upper limit

to prevent a time-delay induced APC. Further, 350 msec is greater than the maximum allowable time
delay that the military would tolerate, as indicated by the Level 3 value of 0.25 seconds of Table 3,
recognizing thatexcessive pilot workload/inadequate mission effectiveness” would be the consequences.

Based on the time histories of Figure 3 and the associated apparent time delays of Table 2, all of the data
rates above one Hz. flag the presence of a very significant time delay, i.e., equal to, or larger than, the
maximum tolerable Level 3 value of Table 3. Whether this very significant time delay is 250, or 300, or
350 msec is relatively immaterial — what is important is that a large time delay has been identified. But
what if the time delay is a smaller value? If the value of the time is to be measured with an accuracy 50
msec, so that investigators can discriminate between an arguably acceptable time delay value of 150 msec
and a potentially dangerous value of 200 msec, then the case is made that a 20 Hz rate is required.

POTENTIAL AVIATION SAFETY BENNEFIT

Because APC continues to be unrecognized as a causal factor in operational accidents and incidents, there
is little room for credibly projecting a specific reduction of aviation accident rates resulting from

providing the capability of determining whether APC is, or is not a causal factor. However, the accident
statistics indicating that 50% of the accidents involva@w errof’ as the causal factor is a large target,

as APC could be an unrecognized significant contributor, but the blame is being put on the crew.

Likewise, the 30% of the accidents having the primary causal fam&ntdwn”could be harboring a

substantial number of APC experiences. Further, the consistent inability of the current complement of
analytical tools, design criteria, flight simulation testing, and dedicated flight testing to ferret out adverse

5 Military Specification Flying Qualities of Piloted Aircraft, MIL —F-8785C, 5 NOvember 1980

6 Unified Criteria for Active Control Technology Aircraft Longitudinal Dynamics, Roger Hoh, AGARD AR 335, Paper #4,
February 1995

7 Proposed Time Delay Limits for Digital Fly-By-Wire Transports in Precision Landings, David Klyde et al, STl TR-1284-1,
May 1993
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APC characteristics to such an extent as to preclude a subsequent APC surprise, reinforces the wisdom of
identifying a potential APC problem.

CONCLUSIONS

An order of magnitude increase in the data rates utilized for accident investigations is required to establish
that APC is, or is not, a primary causal factor. Once APC is recognized as being a causal factor, there are
available numerous solutions, as clearly indicated by the many aircraft, such as those listed in Table 1 that
have been madified to correct APC difficulties recognized during development. Fixing the pilot is not one
of the solutions, but that is the default thinking when a latent design problem goes unrecognized.
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The Use Of Deployable Flight Recorders in Dual Combi Recorder Installations

P. Robert Austin
DRS Flight Safety and Communications
40 Concourse Gate,
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INTRODUCTION

Flight Data Recorders (FDR’s), Cockpit Voice Recorders (CVR's) and Emergency Locator
Transmitters (ELT’s) have been combined into a single deployable unit and used
successfully on military aircraft for decades. Their proven survival strategy, of deploying
away from the aircraft and hence the crash site, allows for quick location and economical
recovery of recorder information, particularly in marine incidents, where the floating
recorders can readily be retrieved from the surface of the ocean.

Changes in the needs of accident investigators, and in aircraft use, application,
performance monitoring, routing, and avionics have resulted in the current initiatives
underway to revise aviation recorder standards. The deliberations of EUROCAE Working
Group 50 and the discussions of the group preparing the new AEEC standard of ARINC 767
are airing some radically new concepts in flight recorder requirements and configurations.
These include the use of a pair of redundant recorders each storing both Cockpit Voice,
Flight Data, and requirements for digital communications and video storage.

In this process of reviewing, revising and adding to airborne recorder standards, there is
reason to evaluate the use of deployable recorders on civilian aircraft. An opportunity has
arisen for the use of a deployable recorder as the alternate recorder in dual redundant
recorder installations. This combination of recorder memory media protection schemes
would provide the best of both worlds of fixed and deployable survivability strategies.

As the new EUROCAE specifications pass from embryonic concepts to regulation it is important that
matching airworthiness standards levied by the FR and other authorities continue to include
standards for deployables. Definition and regulation of requirements for deployables, such as those
included in the performance specifications being drafted by Working Group 50, would allow the option
for the use of a fixed and deployable combined recorder installation on civil aircraft.

DEPLOYABLE RECORDERS AND BEACONS

The deployable recorder is an alternative concept to the survivability des#égrbofne recorder

systems, which would include Flight Data Recorder and Cockpit Voice Recorders (CVR/FDR)
technologies. The CVR/FDR must survive highly destructive forces over a broad range of accident
scenarios. The conventional “fixed” or crash hardened design concept is an ATR type container
constructed to withstand the severest crash scenarios while installed inside the airframe. This
construction endures severe impact, fire, and other forces of a crash by enclosing the recorder memory
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medium in a protective enclosure. These units are installed toward the rear of the aircraft in order to "ride
through" an accident.

The deployable design concept has the recording medium housed within an assembly (the beacon) which
deploys and falls away from the aircraft thus avoiding the crash environment. One conventional means of
accomplishing beacon deployment is to place the recording medium in an aerodynamic lifting body or
airfoil which is affixed to the exterior of the airframe. Crash sensors activate a release mechanism which
automatically releases the airfoil during an accident, delivering it safely away from the aircraft impact

site. This same concept is also used with some classes of Emergency Locator Transmitters, with the
primary objective being the rapid identification of an accident site and quick recovery of survivors. A
deployable CVR/FDR recorder typically includes an ELT to provide an alert to Search and Rescue
authorities of the crash and to allow homing in to the distress signal frequency and thus allowing the
finding of the crash site and the recorder. The high location identification precision of 406 MHZ GPS
position encoding equipped units allows identification of the beacon position to within a 25 meter
accuracy.

The objective is for each type of recorder to achieve maximum survivability of the recorded information.
Survivability of the memory storage media ensures that the information is retained and the consequent
analysis of this data allows corrective action be taken to prevent accidents recurring and improve the
safety of future aircraft operations.

HOW DEPLOYABLES STARTED

In the early 1960's, concerns were raised in Canada on the means available for the location of downed
aircraft in the vast and remote parts of its country. A study by the National Research Council of Canada
suggested that some form of detachable and automatically activated ELT system would be desirable. A
patent was issued for the concept of an airfoil attached to the skin of an aircraft which, when deployed at
impact, entered the airstream and attained high lift allowing it to clear the airframe and then tumble to a
much less severe impact away from the accident site.

Figure 1: DFIRS Deployable Airfoil For F/A18

Subsequently deployable systems were developed for a wide variety of fixed and rotary wing aircraft
types ranging from small general aviation aircraft to large transports. During the 1970's, for example, the
U.S. Air Force operated over 3000 aircraft with deployable systemslaiSsystems were also

developed and fielded for use on helicopters and were later adopted as part of a CAA mandatory
requirement on helicopters operating offshore, typically in North Sea oil operations. In parallel with the
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deployable ELT development, at that time concerns were being expressed about the survivability and
recoverability of existing fixed FDR and CVR systems, since many recorders were either totally

destroyed or never recovered after an accident. Consequently, the solution of placing the FDR / CVR
recording system inside the deployable airfoil unit was adopted. Technology advancements permitted
installation of such a capability on high performance fighters such aslibé, H-ornado and F/A-

18.Refer to Figure 1. The introduction of new materials and aerodynamic analysis has allowed deployable
systems to become smaller, lighter, and less expensive; but of greatest benefit is increased reliability and
survivability of the system.

MEMORY UNIT

MEMORY| UNIT

BEACON
TRANSMITTER
ASSEMBLY

COVER INCLUDES KEEPER
AND BREAKAWAY
CONNECTOR

Figure 2: Internal View of Deployable For Use On Helicopters
DEPLOYABLE RECOVERABILITY

The purpose of a combined FDR/CVR/ELT is to provide survivable and recoverable information while at
the same time providing immediate natification and location of the accident site for Search and Rescue
operations. Location and recovery of a fixed crash hardened system is frequently difficult, time
consuming and expensive, particularly in water. Valuable time can be lost when a conventional
emergency locator transmitter is either not being carried in the aircraft or fails to operate.

In many deep water accidents, even with an underwater acoustic locator beacon installed, location and
recovery is complicated as well as expensive. There are many cases where tremendous effort and
resources have been expended over many months to locate aircraft wreckage and recorders. In many
instances, nothing was ever recovered.

A deployable CVR/FDR/ELB system addresses and solves all of these concerns. In crash investigations
to date using deployables, in greater than 95% of the cases deployable systems have been recovered in
pristine condition or with only superficial damage. In situations such as impact at a high angle of
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incidence, where the time from initiation of deployment to impact of the airfoil is reduced, the airfoil also
includes conventional crash survivability protection means allowing it to be able to withstand high levels
of fire and impact. Whatever the scenario, the deployable package is mounted on the exterior of the
airframe and actual experience has demonstrated that it remains at the outer edges of the crash site,
significantly reducing exposure to the crash environment.

ACTIVATION

Deployment is typically initiated by a sensor system that is activated by impact or immersion in water.
Frangible switches can be located in critical areas of the airframe and provide the deploy command upon
deformation as the aircraft begins to crush at impact. A hydrostatic pressure switch will initiate the
deployment when the aircraft sinks following a soft ditching when no frangible switches have broken.

The sensors provide a signal to the release mechanism so enabling deployment. Under normal operation
this mechanism secures the deployable unit to the aircraft. The beacon transmitter is automatically
activated upon initiation of the deployment sequence.

DEPLOYMENT

The DRS design involves one of the airfoil attachment points being released by a low energy gas
pressure cartridge that permits a small spring to begin moving the airfoil away from its mount. The airfoil
then uses the energy imparted by the airstream to continue reledhkiagllows deployment in a benign
manner during normal operation. Upon automatic release, the deployable airfoil unit assumes its own
flight characteristics independent of the aircraft. The airfoil immediately begins to decelerate to an
impact level well below that of the impacting airframe. With fixed wing aircraft, depending on attitude
and airspeed, the airfoil may fly several hundred feet before landing. For helicopters, it will tumble away
and land outside, or on the periphery of the impact site. When in water the airfoil will float indefinitely.

In all cases its highly reliable transmitter will broadcast a radio distress signal regardless of where it has
come to rest.

DEPLOYABLES FIXED-ON BOARD
Radio beacon locator capability Underwater pinger only - no locator on land
Ease of recovery on land - survives impact away Requires additional time to remove from
from wreckage wreckage
Ease of recovery on water - airfoil floats High cost of underwater recovery - if
located
Weight advantage - lighter Weight disadvantage

Table 1: Advantages of Deployable over Fixed On-board Recorders
UPCOMING CHANGES IN FLIGHT RECORDER STANDARDS

The current discussion on changes in desired flight recorder standards opens the forum for alternate
applications of the deployable recorder concept. The ICAO meeting in Montreal in November 1998 made
a number of recommendations on changes to recorder performance that ICAO would require its member
countries to adopt over the next decade. These changes, along with others currently in place, will
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inevitably require aircraft operators to upgrade or replace their existing flight recorder systems. The
following table outlines the nature and timing of the changes being planned

Authority Change Planned Implementation
Date

ICAO Recording of Digital Communications Jan 1 2005

ICAO Self contained 10 minute backup power supply farnder review, 2005
CVR Area channel estimated

ICAO Two Hour CVR'’s standard for new aircraft Jan 12003

ICAO Video recording capability under review

ICAO Magnetic tape recorders to be phased out 2005

NTSB Use of dual combi recorders with above featuresJan 1 2003

(less video) on new aircraft

NTSB Retrofit of all aircraft to use of dual combis with Jan 1 2005
above features (less video)

EUROCAE Preparing replacement of ED 55 and 56A with To be determined,
single new MOPs including video and digital approximately 2005
message recording

AEEC Preparing new standard ARINC 767 for dual  To be determined,
combined recorder approximately 2005
FAA Part 121 revision to DFDR systems, 88 parameters Aug 19 2002 on new
aircraft

Table 2: Upcoming Changes to Standards

In this environment of change, which could result in a potential requirement to upgrade or replace
thousands of recorders, the various authorities are reviewing every aspect of FDR and CVR requirements
to ensure that the ensuing generation of recorders will better meet the needs of investigators. At the same
time they recognise the need for the changes to be affordable to aircraft operators.

One observation that can be made is that due to the nature of the process changes are, by in large, reactive
to recent incidents, and it is difficult to put in place requirements for anticipated occurrences, however
likely, if there is not the precedence of an actual example incident.

THE DUAL COMBINED RECORDERS CONCEPT

The use of two combined “dual combi” recorders including CVR and FDR capability is being
recommended by ICAO for use on new aircraft in the “medium term”. Combined recorders are currently
built to meet the recorder requirements of large helicopters and it is generally acceptable by airworthiness
authorities to use two combined recorders on fixed wing aircraft, where one meets the regulatory



International Symposium 14
On Transportation Recorders

May 3-5, 1999
Arlington, Virginia

requirements for a CVR and the other, for FDR. Figure 3 shows a block diagram of a dual combi
installation using a common data acquisition unit and two multi-purpose recorder memory modules.

Cockpit Control Unit

CVR,FDR, Video ]

Controls Recorder Data )
Acquisition Unit Cock pit- mounted Tail- mounted
recorder recorder
Aircraft Sensors & Flight Data
Instruments Acquisition Recorder Memory Module #1 Recorder Memory Module #2
Area and Crew Cockpit Voice —
Microphones Data Acqusition |Communications | |Communications
. CVR Memory CVR Memory
glc?r::i]wunications Digital Data Link
} Data Acquisition FDR Memory FDR Memory
Managment Unit -
Data Link Data Data Link Data
) Video Video Memory Video Memory
Video Cameras Management &
Acquisition Crash Protection Material Crash Protection Material
Communications
Managament
Primary & Standby Power Dual Redundant Commnications
Secondary A/C : Supply and Power Supply Wiring
Power Busses 7]

Figure 3: Dual Combined Recorder Block Diagram

EUROCAE WORKING GROUP 50

EUROCAE Working Group 50 is in the course of preparing a new standard to align the requirements of
ED-55 with ED 56A. ED-55 is the Minimum Operational Performance Specification for Flight Data
Recorders, which is the foundation document for both European and north American Flight Data
Recorders. This new document will also replace ED-56A, the Minimum Operational Performance
Specification for Cockpit Voice Recorders.

The new document will integrate the two requirements and will add the requirements for cockpit video
recording and recording of digital message communications to and from the aircraft. The document will
include a section defining the environmental and survivability requirements for the memory medium,
which will apply regardless of what type of data is stored in it. It will also include requirements for
deployable recorder performance.

The document will also reflect the recommendations of ICAO and FAA in terms of enhanced record
times, additional power supplies, and enhanced FDR parameter sets

THE AIRLINES ELECTRONIC ENGINEERING COMMITTEE DFDR PROJECT PAPER 767

The Airlines Electronic Engineering Committee Digital Flight Data Recorder (DFDR) subcommittee is
now working on Project Paper 767, for a Digital Data and Voice Recorder (DDVR). They are now
preparing their second draft of this standard, first released in March, 1998. The AEEC have considered it
timely to prepare an entirely new standard for Flight Data Recorders, and for the first time in decades are
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proposing a radically new architecture that is not an enhancement of previous standards and largely
reverse compatible to existing installations. Although the AEEC does not set standards for recorder
performance or survivability their specification of recorder architecture and interfaces profoundly
influences the industry.

The draft ARINC 767 architecture includes two data storage modules where primarily CVR and FDR
data is stored, but potentially also video and data linking information. Figure 3 shows one concept
proposed by the sub-committee for the ARINC 767 recorder architecture.

| CONTROL PANEL | CONTROL PANEL |
AREA AT e i
DFDAU i MIC i STATUS g MIC
(ARINC 717) #1 #2
\ 4 h
AUDIO » SMART SMART

5]

BITE 1 g BITE
_\\

i s
#1 l\ ETHENET /} #2
RECORDER J RECORDER

DATA ARINC
LINK > 646
h
VIDEO CMC
UPGRADE
L INPUTS

- Digital Audio
- Mew Data Stream (Hi speed)

- Optional

Proposed Data and Voice Recorder Architecture

Figure 4: Draft ARINC 767 Recorder Architecture
INTEGRATED DEPLOYABLE AND FIXED COMBINED RECORDER SYSTEMS

It is planned that dual combined recorder systems will achieve enhanced survivability by locating one
recorder in the cockpit area and the other towards the rear of the aircraft. The rational for this being based
on observations at crash sites where it has been rarely seen that both sections of the aircraft receive the
brunt of a crash impact.

The integrated deployable and fixed recorder concept would have the tail recorder provided with the
ability to deploy from the aircraft under certain ejection criteria, the primary one being the immersion of
the recorder in water below a certain depth. This release capability would facilitate the prompt recovery
of the recorder in the event of an over water crash event. The standards for the fixed and deployable
components of the system should be compatible to optimize the probability of recovery of recorder
information from one of the two systems under any conceivable crash scenario
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Figure 5: Integrated Deployable and Fixed Airborne Recorder System

NEW REASONS FOR DEPLOYABLE APPLICATIONS

The following provides examples of why the use of deployable recorders need to be considered in light of
new developments in air travel and accident investigation.

THE NEED FOR PROMPT ACCESS TO RECORDER DATA

A number of recent major air tragedies in North America have resulted in the loss of aircraft in ocean or
swamps, and recorder recovery has taken from days to months:

Incident

Nature of crash

ValuJet Flight 592

Swamp impact

TWA flight 800

Midair explosion over the ocean

Swissair flight 111

High speed impact with ocean

Air india

Midair explosion over the ocean

Korean Airlines

Shot down into ocean

Dominican Republic

Impact into ocean

Table 3: Recent Ocean Incident Recorder Recovery Times
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The slow recovery of recorder information, in some instances, has resulted in a lot of pressure being
placed on authorities while awaiting recorder retrieval. In turn demand for corrective measures has
arisen, some typical concerns being:

What if the event had been a terrorist incident?

The nature of terrorism is that it tends to be repeated, and is vital that any possibility of its
occurrence be confirmed promptly and appropriate measures be taken. For some time after the
TWA event there was intense speculation as to its cause. The prompt recovery of recorder data,
which would have been more likely with a deployable in a maritime incident, could have made a
significant difference to the investigation. Had the cause of the accident really been terrorism
prompt recovery of the recorder could have confirmed this and allowed authorities to take
preventative measures.

If it takes several days to recover a recorder, is there a possibility of one being utterly lost?

One can imagine cases such as a midair breakup over deep ocean where the exact location of the
aircraft is difficult to track and ensuing debris is dispersed over a wide expanse of ocean several
miles deep. Recovery of recorders could be quite difficult, especially if the bottom was muddy. If
the search extended beyond the 30 day lifetime of the ultrasonic locator beacon the the recorders
might never be found. There comes a point where sifting the mud of several square miles of deep
ocean floor is simply impossible. Other similar scenarios can be imagined, where a floating
recorder with a built in locator beacon is much preferable to a lost one.

INCREASED AIR TRAFFIC INCIDENTS AND INVESTIGATION COSTS

A major aircraft manufacturer predicts that air accidents will reach the rate of one a week in the near
future simply as an extrapolation of increases in air traffic. Although it is also the goal of airworthiness
authorities to proportionally improve statistical air safety, it will remain to be seen if this is achieved.

These additional incidents will put a higher work load on air accident investigation authorities. Already,
due to limited budgets, investigators regularly choose not to investigate some minor events. To date it is
rare that compromises are been made between full investigation and none at all. However the ready
access of a floating recorder may allow the adoption of a compromise policy where, in the case of certain
types of well understood accident, the recorder is recovered but the wreckagdise availability of a

floating recorder may then save the authority , and in turn taxpayers, the multi million diditar b

recovering equipment off the ocean floor.

This latter approach is currently favoured by some military authorities, where in the case of a fighter
aircraft pilot ejecting from his aircraft for known reasons, the ready availability of the recorder data can
provide a formal record of an incident and economically provide closure to it.

FREE FLIGHT

The concept of Free Flight, where aircraft no longer adhere to prescribed routes but choose the most
direct or economical route between two points, probably to be introduced in the middle of the next
decade, will result in increased air traffic over the poles and other inhospitable areas of the globe where
finding the location of an air incident may be much more difficult. There will be an equally significant
need for ensuring the timely identification of the crash location to enable the provision of speedy medical
aid to help survivors.
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The nature of a deployable recorder is that it includes a built in Emergency Locator Transmitter which
has, due to the higher crash survivability requirements of the recorder, much better protection than
normal and consequently is better assured to operate in adverse conditions.

As previously mentioned, the survival record of non-deployable emergency locator transmitters is
disappointing. NASA and NTSB data shows an overall effectiveness of only 20%-25% for these systems,
largly due to damage during crashes. Fixed emergency locator transmitters can suffer significant
transmitter attenuation (up to 20 dB), and antenna pattern nulls due to unpredictable crash debris. In
contrast, the deployed beacon airfoil containing the emergency locator transmitter travels away from the
immediate crash site, providing better homing and more reliable signal for SARSAT and SAR reception.
Accordingly, with accidents occurring in more severe environments there is greater reason to both
increase the ease of obtaining the accident information, but more importantly provide better assurance of
rescue to the survivors through the deployable ELT. Air Accident Investegators have the mandate to
investigate crashes, but airworthiness authorities have the larger mandate to ensure the best package of
safety measures is provided to the public.

SETTING THE STANDARD FOR THE FIXED AND DEPLOYABLE COMBINED RECORDER
SYSTEM

The inclusion of requirements for deployables in the WG 50 MOPS sets a standard that needs to be
reviewed by international airworthiness authorities, particularly with the respect to deployable use on
large helicopters and dual combi fixed wing applications. Understanding the implications of these
standards, and obtaining international agreement on them, will ease the way towards their formal
incorporation in airworthiness regulations.

It is likely that a deployable recorder used in a dual combi installation would need to meet the full
functional and environmental requirements of a fixed recorder. However some deployable specific issues
need to be addressed in any regulation, reflecting the nature of the system as a combined CVR, FDR and
ELT, such as:

-The need for additional ELT endurance in a combined system

-The replacement of the ULB function with that of the ELB

-The conditions for release of the deployable

-The need for the deployable to capture the last milliseconds of flight
-Deployable crash survivability requirements

Until recently, international Minimum Operational Performance Standards (MOPS) and Type Standard
Orders (TSO's) included specific requirement for deployable recorders. Unfortunately the recent update
of TSOC124 to 124a dropped its applicability to deployables by including the requirements of ED 56A,
which again excluded deployables. The following table summarizes the applicability to deployables of
recent regulation:
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Organization  Standard Addresses Applicability to Deployables
FAA TSO C91a 121.5/243 ELT’s Included
TSO C123 CVR Included
TSO C123a CVR Not Addressed
TSO C124 FDR Included
TSO Cl1l24a FDR Included (intent requires confirmation)
TSO C126 121.5/406 ELT’s Included
EUROCAE ED 55 FDR Included
ED 56 CVR Included
ED56A CVR Specifically not addressed
ED 62 121.5/243/406 ELT's Included
WG 50 FDR/CVR Included
RTCA DO-183 121.5/243 ELT’s Included
DO-204 121.5/406 ELT’s Included
TCA SCA 96-03 CVR, FDR, ELT Included

Table 4: Applicability of Current Recorder Standards to Deployable Systems

CONCLUSION

The deployable recorder is a proven flight safety system. The adoption of a dual combined recorder
system as the standard for commercial transport aircraft provides for a wider application for deployable
recorders as the alternate recorder in these combined systems. This combination of technologies if

correctly adopted could provide unsurpassed survivability of recorder information along with prompt
access to it.

The draft MOPS to be produced by WG 50 does include the requirements for deployable recorder
systems, and for reasons of improved recorder recovery and passenger safety it is important that
international parties such as the NTSB, FAA and CAA review these requirements, and include provision
for deployables in upcoming FAA TSO'’s and European JARs.
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INTRODUCTION

Three-dimensional animation technology has been used for many years for accident investigation
purposes. With the advent of faster, lower cost personal computers this technology is now available to
multiple individuals at airlines as a cost-effective enhancement for Flight Data Monitoring (FDM) and
Flight Operational Quality Assurance (FOQA) programs. Aircraft animations with synchronized cockpit
instrumentation are an effective means of presenting results, and drawing cause-effect relationships from
recorded flight data.

The animation of an event encompasses the aircraft’s flight profile, cockpit instrumentation, terrain and
scenario data. With an increasing number of parameters being recorded on aircraft, a method of relaying
the large amounts of available information in a meaningful manner is needed. 3D animations are one
such method. Furthermore, 3D animation capabilities are now accessible to multiple end-users from their
desktop PC.

TECHNICAL CONSIDERATIONS

The primary consideration in producing an animation of an event is ensuring that the playback is accurate.
The animation must account for the sensor type, signal source, valid range, accuracy and resolution of the
recorded data. Furthermore, the raw data must be processed to remove any bad data; otherwise the
animated sequence will be erroneous. The examples contained herein are taken from the Software
Kinetics Ltd ‘Flight Animator’.

FRAMES OF REFERENCE

The data sources pertaining to the aircraft dynamics, motions of aircraft parts, flight path and terrain are
relative to specific frames of reference. Several types of transformations including scaling, translation
and rotation may be applied to the objects in a known frame of reference.



International Symposium 22 May 3-5, 1999
On Transportation Recorders Arlington, Virginia

The principal frames of reference utilized in an animation system are the following orthogonal, right-
handed Cartesian frames:

Geographic Frame

The position and orientation of the aircraft centre of mass is described relative to a set of axes,
which are fixed to the Earth. The instantaneous motion relative to the fixed axes can be used to
generate the XYZ coordinates and orientation information depicting the aircraft’s flight path.

The geographic frame of reference is:

. X (East);
- Y (North); and
- Z (Up).

Figure 1a) depicts the geographic frame of reference.
Body Frame

The body frame of reference is fixed to an object. Assuming exact symmetry of the aircraft, one
convention for defining the aircraft body axes is:

. X s along the longitudinal reference line of the aircraft, pointing forward. A positive rotation
about the X-axis corresponds to right wing down.

. Y is along the lateral reference line of the aircraft, pointing along the right wing. A positive
rotation about the Y-axis corresponds to nose pitch up.

. Zis orthogonal to X and Y, pointing downward. A positive rotation about the Z-axis corresponds
to a positive counter-clockwise rotation in yaw.

Figure 1b) illustrates the body frame of reference for an aircratft.

-

T = & |'_|-. BT

Figure 1: a) Geographic e of reference [1] b) Body frame of reference [1]

Aircraft models may be defined hierarchically, whereby they consist of multiple child parts attached
to parent parts. Body frames of reference are associated with each part, thereby allowing parameter
data inputs to drive individual parts, such as the control surfaces. Also, parts may be attached to
other parts in such a way that movement of one part will automatically cause movement of all its
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attached parts. For example, all the child parts relative to an aircraft’s landing gear may be driven
by the gear position data.

Depending on the availability of data, it is possible to animate multiple objects in a scene such as
multiple aircraft, ground vehicles and markers in the scenery.

FLIGHT PATH RECONSTRUCTION

Flight path reconstruction consists of utilizing recorded flight data to derive the aircraft’s instantaneous
position and orientation relative to an orthogonal, right-handed Cartesian frame of reference that is fixed
to the Earth.

Several algorithms exist for calculating an aircraft’'s flight path, which require different sets of input
parameters. The total set of parameters includes airspeed, pressure altitude, radio altitude, ground speed,
drift angle, roll attitude, pitch attitude, heading (true or magnetic), glideslope deviation, localizer

deviation, magnetic variation, wind speed, wind direction, temperature and station pressure.

There are two categories of flight path reconstruction algorithms, those that employ Dead Reckoning
technigues and those that employ absolute-referencing techniques.

Dead Reckoning involves the calculation of incremental distances traveled relative to a previously known
position in the path. Thus, Dead Reckoning algorithms must be initialized before a continuous flight path
can be calculated. For each time interval in the data set the incremental distances traveled along the
three-dimensional frame of reference are computed. The distances traveled relative to the previous
position in the path are then utilized to compute the current position. This is repeated until the complete,
continuous flight path has been generated.

In absolute-referencing, the flight path of an aircraft is determined through conversion of latitude and
longitude to XY absolute grid coordinates. Geodetic latitude and longitude outputs supplied by the on-
board navigation system and recorded in-flight are the input data sources. The two-dimensional
horizontal terrain coordinates can be obtained through conversion of the latitude and longitude
information to the Universal Transverse Mercator (UTM) reference system. The UTM grid reference
system is derived from an ellipsoidal model of the Earth appropriate to the intended application.
Although, each XY path coordinate is calculated independently from the previous position in the path, it
is only an absolute coordinate reference if the data source for the latitude/longitude information is also an
absolute position solution. Global Positioning System (GPS) navigation systems are one such example.

Latitude/Longitude information from Dead Reckoning systems, such as inertial navigation systems, may
also be used to reconstruct an aircraft’s flight path. However, the user should be aware of the different
error characteristics for the different types of navigation systems. Dead Reckoning solutions are subject
to increasing errors as a result of the integration of bias offsets and scaling errors over time [2].

The Z-coordinate is derived from radio and pressure altitude information.
The process of choosing an algorithm for reconstructing an aircraft’s flight path must take into

consideration the accuracy, sampling rate and resolution of the recorded parameter data, as well as, the
input data source [3].
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External data sources such as a known touchdown point on the runway may be used to make fine
adjustments to the aircraft’s calculated flight path. Thus, the optimum flight path is obtained through
correlation of data from:

- Multiple flight path reconstruction techniques;

. Radar systems;

. Cockpit voice recorder and air traffic control transcripts;
. Ground observations; and

. Pilot reports.

Refer to Figure 2 for an illustration of an aircraft’s flight path.

Figure 2: Aircraft flight path [1]

TIME-BASED SUBTITLING
Cockpit voice recorder transcript, air traffic control transcript or other time-based text transcripts may be
overlayed with the animation.

INSTRUMENTATION

The graphical display of data-driven instrumentation is a means of relaying the recorded flight data in a
manner similar to what the pilot may have observed in the cockpit. Some examples of cockpit
instrumentation include: control stick, control wheel, tachometer, altimeter, horizontal situation indicator



International Symposium 25 May 3-5, 1999
On Transportation Recorders Arlington, Virginia

(HSI), airspeed indicator, Electronic Flight Instrument System (EFIS) Primary Flight Display (PFD) and
Electronic Centralized Aircraft Monitor (ECAM). Figure 3 is a snapshot of an aircraft animation with an
instrument panel.

Figure 3: Aircraft animation snapshot with instrument panel and terrain elevation data [1]

DATA INTERPOLATION AND SMOOTHING
Bspline smoothing, cubic spline and linear interpolation are examples of numerical methods, which may
be applied to individual parameters to derive intermediate values between recorded samples.

SCENERY AND ENVIRONMENTAL FACTORS

To further augment understanding of a particular event, environmental factors such as visibility, cloud
layers and daylight illumination may be depicted. Terrain elevation data, runways, towers, navigation
aids, ground vehicles and buildings are other examples of cultural features, which may be rendered.
External references such as digital maps, weather reports and detailed approach plates are required to
ensure the information is represented correctly.

Figures 3 and 4 are illustrations of terrain elevation data and a final approach relative to the glideslope.
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Figure 4: Representation of the glideslope [1]

REAL-TIME PLAYBACK
Despite the computation-intensive algorithms for the graphics and spatial reference frames, the software
design must ensure time accuracy during real-time playback of an animation.

INTERACTIVE CONTROL

Some key system characteristics include camera view control (chase, chase ground, cockpit and fixed
ground), time control (playback speed and direction) and camera position control (radial, horizontal and
vertical distances). These assist the analyst with the interpretation of a flight segment. Unlike videotape,
which was more commonly used in the past, direct access to desktop animation systems allows the end-
user to interact with the system. Figure 6 illustrated four different view perspectives.
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Figure 4: View perspectives (cockpit, fixed ground, trailing chase and forward chase) [1]

BENEFITS

There are numerous, wide-ranging benefits of 3D animations. These include:

Crew self-assessment;

Flight training;

Airline safety improvement;
Human factors study; and
Operational procedures review.

One example scenario would be a pilot self-debriefing session following a particular flight.

CAUTIONS

Misuse of animation systems may result in misleading results and events being falsely interpreted. For
example:

incorrect use of numerical methods may skew the data;
representation of subjective information such as weather phenomena should be clearly indicated:;
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instrument displays reflect the status of recorded data, which may not necessarily represent the
actual instrument accuracy and functionality; and
conclusions regarding what the pilot actually saw should not be drawn from the recorded data.

CONCLUSIONS

3D Animation is a compelling, useful method for visualizing recorded flight data. It is an effective means
of conveying the results of analyses to various end-users in a manner that is easily understood. The
tremendous benefits of 3D animation are contingent on the fidelity and accuracy of the animation.
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INTRODUCTION

The reason why the aircraft accident rate has stayed fairly flat since the mid-70’ has caused many
to speculate as to why. First of all, - is it at an acceptable level? or is “Zero Accidents” an
attainable goal to strive for. We must always as an industry strive for “Zero Accidents”.

The increase in traffic density over the next ten to fifteen years is bound to have an effect, not
only on the rate, but the number of accidents. The numbers we are looking at are unacceptable.

What has kept the accident rate flat since the mid-70’ is better flight training programs with the
introduction of LOFT and Cockpit Resource Management programs. Introduction of GPWS and
TCAS. The value that these programs have added to further reduce accidents has been exhausted
as indicated by the persistent flat accident rate.

One of the yet un-exploited tools is Flight Operational Quality Assurance or FOQA.

The goal of FOQA programs is to provide airline managers with information that will enable
them to better understand risks to flight operation and how to manage risk.

HISTORY
Airlines in Europe (SAS, KLM, Swissair, BA and others) has done Flight Analysis since the

Mid 1970'. The first programs included reading data off the metal foil recorders, raw data from the early Flight Data
Recorders containing from 5 to 30 parameters. The first QAR (Quick Access Recorders) which was really called a
DAR (Digital Airborne Recorder) containing 200-300 parameters.
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Why did the Europeans embark on, in those days, cumbersome data extraction? Foil recorder reading engraving
through a microscope and process DAR tapes on mainframe computers only to get a limited benefit. The answer is
very simple. They needed information.

INFORMATION

As always the driver is an accident. In the mid 70’ there was no CNN to show the horrors of an accident. The ones
who suffered were the families of the victims. The airline and the manufactures of airframe and engines had their
own problems. The airlines realized that they needed an insight in the day-to-day operation. Terms like quality
emerged. They need to “see it before you see it on CNN".

The more information you have the better decisions you are able to make. Or we may even go as far as saying the
more intelligence you have the better you are able to understand a problem and be proactive. Intelligence in a
military sense is gathering of information. Comparing information, double-checking, looking for patterns and
deviation (from peacetime) norm. Isn’t that exactly what we want to do? Look for patterns, look for deviation from
an established norm and finally do Risk Analysis.

FOQA programs use in-flight recorded data to determine the flight path of an aircraft from
takeoff to landing. But, the real value of FOQA is turning the in-flight recorded data into
meaningful and useful information. Information that evaluate and audit the quality of; flight
training programs, standard operating procedures, quantifying risk, quality of management, ATC
flight guidance, cockpit workload, etc.

Recovering of all in-flight recorded data is of the utmost importance. The devil is in the details.

An exceedance detected is of no value unless you are able to determine what caused the
exceedance. An engine event/exceedance is good information. The engine can be put on the alert
list. But what you really want to know is the causal factor. What lead up to the event in the first
place?

It is all in the in-flight recorded raw data.

Again, what is it that we really want to know? Is it just exceedance of a value under certain
conditions. We will probably still look at exceedances as a source of information, but in a

different light. First, it is not of interest to us during an approach when a limit is exceeded, but
rather at what height above touchdown was the aircraft out of the “Gray” area again. We would
also want to know what the pre-coursers were to the approach exceedance e.g. high approach
speed and/or rate of descent. Pre-coursers could be ATC guidance of the flight or it could be an
un-flyable approach procedure or it could be the environment inside the cockpit — a cockpit
resource management (CRM) issue. Or high tailwind aloft could have caused a high-speed
approach. By identifying pre-coursers and causal factors we have then come a long way, and it is
all in the in-flight recorded data.

What we really want to know is the environment inside the cockpit. The human factors. Let’s
pause for a moment.

This is a big one.
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We must assume that the pilots are well trained and that the pilots want to perform to the
standards that they have been trained to. But the pilots can only guide the aircraft to the standards
they have been trained to or as good as the performance of the autoflight system is and the
information available.

Autoflight system altitude capture is a good example of poorly designed systems on some
aircraft types. Who got blamed for altitude excursions — the pilots of course. It was not until the
causal factors were uncovered in the in-flight recorded raw determined that it was a combination
of design and software that caused the altitude busts. The system was not flyable or performing
to specifications.

This paper discusses how in-flight recorded data may be used to determine cockpit environment
and the cockpit workload for the crew. What inside and outside factors are influencing the
cockpit workload and how can those factors be determined so that change to flight guidance can
be made.

Safe flight guidance is a complex issue. It depends on ATC management, weather, complex
takeoff or approach procedures due to terrain or noise abatement, the flight guidance system
avionics and warning systems. What it boils down to is safe guidance of an aircraft with minimal
risk.

By processing of in-flight recorded data that can provide information of the cockpit environment,
adequate changes can be made to minimize risk and prevent accidents.

Human factor research is continuing with major advances being made in system safety and
reliability. Accidents are caused less by failures of the machine and more by the performance
failures of man. Is it possible to measure cockpit environment and workload?

Let's give it a try.

AlliedSignal FOQA 11 O

AlliedSignal FOQA I is a next generation Flight Operational Quality Assurance program
designed to provide useful and meaningful information to airline managers. FOQA Il is an end to
end hands-off fully automated software program designed to provide useful information to
airline managers in flight operation, flight safety, flight training and engineering. Focus in the
design has been to allow maximum time for the operators to do analysis and minimal time to
operate the system. FOQA Il is intended to be accessible on an airlines' network for optimum
utilization of information by end-users. The system is expandable and designed to store all in-
flight recorded data. This allows airlines to re-process the data under different search criteria.
FOQA Il consists of two main components: The Raw Data Processing System (RDPS) and the
Decision Support System (DSS).

The Raw Data Processing is mainly a background program that takes care of all processing
requirements.
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The Decision Support System is a uniquely designed relational database system that allows for
extraction of information such as “what-if” and queries of a large number of events stored in the
system. FOQA Il uses high fidelity visualization and simulation whenever feasible, to display a
situation or an analysis. Visualization is 3-dimentional. The Visualization and Simulation can be
used to display and replay AlliedSignal Enhanced Ground Proximity Warning events using a
photo realistic terrain database.

The database Risk Management System also assesses risk to flight operation on a daily basis and
determines probability of reoccurrence of detected events. FOQA Il determines Pre-Cursors,
Atypicality and Risk Analysis (PAR).

AlliedSignal PAR™
(Pre-Cursors, Atypicality and Risk Analysis)

This advanced type of analysis is in the development phase.

Pre-Courser

The purpose of Pre-Cursors to Event Determination is to be able to make change to procedures,
training or ATC environment. As an example what are the pre-coursers to an unstable approach
to LAX RW 25R. “See it before you see it on CNN”.

Atypicality

The purpose of detecting atypical flights or flights that deviation from an established baseline
norm is to identify flights that could end up as being a high risk approach. This technique will
allow detection of flights that are deviating from normal operation, but not necessarily triggering
pre-defined exceedance events. The baseline will be dynamically updated as part of the raw data
processing. The base line norm can be used to evaluate procedures. Comparison of the actual
baseline to standard operating procedures, e.g. at what point is the landing gear in the down and
locked position. This can be done for all flights or one aircraft type, or approaches to a specific
airport runway.

Risk Analysis

Risk Analysis is a process that includes Risk Assessment and Risk Management. Risk
Assessment is identifying hazards to a flight that may lead to an accident or at some point during
flight will cause an unwanted situation that may lead to an accident. Risk is characterized in
gualitative or quantitative terms. This includes the probability of an occurrence.

Risk management is the process within risk analysis that includes identifying, evaluating and
implementing alternatives for mitigating risk.

FOQA Il Risk Index

Airline managers must on a daily basis be kept abreast of the risk to the passengers and the fleet
of aircraft being operated. FOQA Il will provide the tools to do so by creating a Risk Index for
each airport and runway based on flights flown over a period of time.
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AlliedSignal CWI™
(Cockpit Workload Index)

This program is in the development phase.

The AlliedSignal CWI™ creates an index for each approach flown to an airport and runway.
Assessing flight guidance of the aircraft and crew actions in the cockpit needed to operate the
aircraft. Each critical milestone is weighted based on criticality and time detected before actual
touchdown on the runway the aircraft was set up to land on. By comparing CWI from different
flights, it may be determined why cockpit workload is high under certain conditions.

How is this done? We need all the in-flight recorded raw data to determine what environment
that the pilots have in the cockpit. The process could begin at 10,000’ or FL100. That is where
most airlines define the cockpit as sterile until parked at the gate. This is where the workload
increases and risk is increased also. The CWI will be a compilation of certain milestones during
the descent, approach and land phase. The milestones could be by actions by the pilots in
connection with the guidance of the aircraft or could be maneuvering of the aircratft in
accordance with instructions given to the autoflight system. Checklist items will also be
determined as milestones. Are some checklist items performed late and shortly before
touchdown? If the items are performed late this could be an indication of high workload or that
something was not quite normal during the approach.

Milestones (routine event snapshots) typical examples:

» Abnormal switch position for phase of flight

» Late descent compared to distance/time to touchdown

* Late ILS localizer and/or glide slope capture or late turn onto final
» Large heading change below a specific height

* Low energy and high speed

* Late landing configuration of the aircraft

» Weather, turbulence, icing

» Abnormal configuration or any aircraft system fault configuration
» Abnormal high power setting for flight condition

* Unstable heading

* Checklist items late completion

* Missed approach and pull-up

The CWI will be available for analysis on a daily basis for each flight. The CWI will identify
runways that have a high index value for further investigation. The analyst might look for
contributing factors such as weather, time of day or traffic congestion. Or compare flights of
similar high CWI and identify similarities.
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CONCLUSIONS
Information gathering for the purpose of doing airline risk management is a daunting task. Information is gathered to
prevent certain events from happen.

The aviation industry is battling our friend Murphy. Recent technology advances allow us to more fully evaluate the
man machine interface — the Human Factor.

High workload in a cockpit constitutes a high risk and high probability of an accident. When, due
to high workload, the normal and trained interaction between the captain and co-pilot is degraded
the risk of an accident can become unacceptably high. By analyzing flight guidance,
determination may be made, why under certain conditions cockpit workload is high,
determination of casual factors can be made and action through training, procedures and system
design can be taken to prevent future accidents.

Can we afford not to, | think not!
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INTRODUCTION

This paper is intended to provide an avionics manufacturer’s industry perspective of modern recording
and diagnostic monitoring systems for aircraft applications. Smiths Industries Voice And Data Recorder
(VADR®) product line combines reliable, rugged, entirely solid-state technology with proven data
recording expertise available in a variety of packages. The VADR® product family consists of Cockpit
Voice Recorders (CVRs), Flight Data Recorders (FDRs), combined function (CVR & FDR) recorders,
and Integrated Data Acquisition And Recorder System (IDARS) and Health and Usage Monitoring
Systems (HUMS) equipment. All models are Authorized to Federal Aviation Administration (FAA)
TSO-C123a and TSO-C124a performance requirements, and also meet the functional and performance
standards of European Organization for Civil Aviation Electronics (EUROCAE) ED-55 and ED-56A.

The company’s flight data recorders are fitted to over 6,700 military aircraft and became the US Air Force
and US Navy standard for all aircraft in 1988. The US Army, US Coast Guard, Federal Aviation
Administration, and many civil and allied nations’ military fleets also make extensive use of Smiths
Industries recorder products and systems.

Compact, light weight, and affordable, the VADR® is applicable to virtually any aircraft, offering a
unigue advantage to those aircraft previously constrained by the weight and bulk of traditional data
recording systems. The VADR® single box solution measures 3.4"H x 4.25"W x 7.5"D (8.6cm x 10.8cm
x 19.0cm) and weighs 6.5 to 9.3 pounds (2.9 to 4.2 kilograms), depending upon configuration.

WHAT IS NEW IN FDR/CVR TECHNOLOGY

BACKGROUND OVERVIEW

Aircraft monitoring systems have been around since almost the beginning of aviation. In an industry so
constantly striving for perfection and improved performance, developers and operators have always tried
to increase aircraft performance understanding, enhance operations and reduce costs. Data acquisition
and recording systems have come a long way since the first mechanical foil recorders. Aircraft
monitoring requirements have also grown apace. Aircraft mishap recording has grown primarily from
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civil regulatory requirements. Regulations are in place now which will increase parameter-recording
requirements over four fold. Concurrently, with the development of increasingly complex, higher
performance vehicles, the need for more information and increased reliability has grown. Aircraft
operators and manufacturers have evolved a variety of specialized monitoring equipment to support
system, performance and component life tracking needs. Increased operations tempo, greatly increased
complexity of newer aircraft and requirements for more expeditious support activities has led to a need
for dramatic improvements in aircraft monitoring system capabilities. With the advent and growth of
solid state electronics capabilities and concurrent software systems, dramatic improvements in data
acquisition, recording and processing of aircraft data is possible today. Today recorders are required to
support multiple requirements and multiple functionslastrated in Figure 1.

INDIVIDUAL LOADS/STRUCTURES
AIRCRAFT MONITORING &
TRACKING PROCESSING
Méigf’ ENGINE USAGE
ECORDING MONITORING &
& PLAYBACK ACQUIRED PROCESSING
DATA
TRAINING MAINTENANCE
DATA DIAGNOSTICS
RECORDING &
PLAYBACK
WARRANTY HEALTH &
VALIDATION USAGE
MONITORING

Figure 1: Modern Aircraft Monitoring System Functions & Relationships.

EVOLUTION OF AIRBORNE RECORDER SYSTEMS

Development of recording systems applied to aircraft has its origins in the audio recording and playback
equipment produced during the early decades of the twentieth century. Recordings for musical
entertainment and of the spoken word for radio and archival uses drove technology toward magnetic wire,
tape and metallic foil media. The increase in civil passenger air travel during the 1930’s, 1940’s, and
1950’s demanded that information be preserved should a crash occur.

The first mandate for flight data recorder installations in the United States was issued by the Civil
Aeronautics Board (the predecessor of today’'s Federal Aviation Administration) in the late 1950’s. Crew
voice recording was mandated in the early 1960’s, and throughout the next two decades the number of
data parameters and time duration of both cockpit voice and flight data recorded was increased. After
several incidents from which recorders did not survive crash impact, fire, and water immersion, standards
for the crash survivability were upgraded and put in force during the 1990’s.
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Despite the evolution in recorder function and performance standards, the basic system architecture
concept remained much the same during the span of more than fifty years. Recorder systems were
comprised of three pieces of equipment: Cockpit Voice Recorder (CVR), Flight Data Recorder (FDR),
and Flight Data Acquisition Unit (FDAU). Each avionics box required its own basic circuitry, power
supply, and chassis, mounting hardware, connectors and wiring. The size, weight, and power inherent to
such a system architecture made it difficult at best—and often impossible—to apply recording systems to
military tactical and smaller civil aircraft, despite the need. Industry responded to the need by applying
new technology solutions to implement multi-function recording devices in new, innovative packaging.

SMITHS INDUSTRIES RECORDER SYSTEMS EXPERIENCE

Smiths Industries Aircraft Monitoring Systems

It is now well over 30 years since the first Smiths Industries aircraft monitoring system was developed.
That system, for engine health monitoring in the Hawker Siddeley Trident airliners, was housed in a half
ATR box and sampled just 13 parameters — temperatures, pressures, vibration and speeds — translated
them into digital format and recorded the data on an on-board tape recorder. On landing, the tape was
taken to a ground-based facility for processing and analysis.

Simple the system may have been by today’'s standards, but the foundations had been laid for the future.
It had been appreciated that if the actual behavior of the engines could be recorded and analyzed, much
could be determined about the stress and strains being experienced in flight. This could be used to
interpret the wear on components, the ‘amount of life used’ and used to calculate remaining ‘safe life’ of
the component. In essence, manufacturers were beginning to develop a concept of “on condition
maintenance” being actively pursued to this day.

Smiths Industries Flight Data Recorders and Cockpit Voice Recorders

Smiths Industries has been building military crash protected memory (CPM) flight data recorders for
almost 20 years. Initiated by the US Department of Defense in the late ‘70s, Sl initially won a contract to
provide modern, solid-state data acquisition and recording equipment for the US Air Force F-16 under the
Crash Survivable Flight Data Recorder (CSFDR) Program. This was shortly extended and enhanced
under the US Air Force Standard Flight Data Recorder (SFDR) and US Navy Standard Flight Incident
Recorder (SFIR) Programs eventually to over 44 aircraft types in over 20 countries around the world.
Solid-state CPMs have evolved from the initial 56Kbyte memories of the mid ‘80s to 72Mbyte production
units today with even larger units in development. Acquisition and recording has grown from the early
13-parameter units to applications today monitoring hundreds of parameters.

The Future of Aircraft Monitoring Systems

Today, commercial flight data recorders flying in many of the world’s fleets record only a small, limited

set of parameters on a variety of recording media technologies. Data availability and usage is quite
restricted. However, electronics technology has made dramatic improvements in capabilities, ruggedness,
signal interfacing and processing capability. Single use systems have been multiplying for applications
such as engine monitoring and structures recording. This is just scratching the surface. Today’s aircraft
monitoring systems do more than just acquire and record aircraft signals. Typically, the information is
monitored for accuracy and results calculated and recorded in real time to support rapid feedback, reduced
data volume and immediate output to other systems. Today’'s systems have grown much more capable,
supporting multiple functions within a common chassis. This not only reduces acquisition, integration

and support costs, but also allows for the sharing and correlation of data between functions. For example,
flight parameters such as g force acceleration and angle of attack across the air intake will affect engine
performance and can be related to engine temperatures and performance. On an increasing number of
aircraft flight parameters can be directly correlated with airframe fatigue stresses and fatigue life,
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eliminating the need for costly dedicated strain gauges. Sl has developed special algorithms supporting
this trend under a concept called Fatigue Usage Monitoring System (FUMS).

The future of aircraft monitoring is further functional integration, expanded signal monitoring, greater
recorded resolution and data fidelity and increased reliance for improved maintenance management,
focused maintenance diagnostics, reduced life cycle support cost and aircraft service life extension. The
Smiths Industries Integrated Data Acquisition and Recording System (IDARS) exemplifies this trend

EVOLUTION OF SMITHS INDUSTRIES’ CONCEPTS

The multi-function nature of Smiths Industries compact, rugged airborne recorder systems expanded the
range of feasible applications. More and more civil and military fleet operators were finding that the
availability of small and reliable yet affordable recorder systems could satisfy safety-related mandates as
well as the need for accurate information to support improved aircraft maintenance logistics practices.
The US and their Allied Military services pioneered efforts such as the Aircraft Structural Integrity
Program (ASIP) and Comprehensive Engine Monitoring System (CEMS) to gather flight data for analysis
and refinement of aviation fleet logistics management.

While the need for expanded collection of aircraft flight data remained strong, the desire for recording of
aircrew and radio traffic audio was not well satisfied, especially in military applications. Smiths

Industries was asked to develop a recording system that would add audio recording capability to the other
functions of the data recording process. What evolved and introduced to the market in 1995 was the
unigue Voice And Data Recorder (VADR®). The VADR® is a very small combined data and audio
recorder, which matched the CVR and FDR functions of conventional systems but in a compact, low
weight, and entirely solid state design (Figure 2).

Figure 2: Compact, Rugged and Reliable: SI's 1Vvice And Data Recorder (1VADR®).

The VADR® was an instant success, but fell short of meeting the demand for acquisition of a large
number of individual directly connected analog data signals. The conventional approach was to apply a
FDAU or newer Digital FDAU (DFDAU) to gather signals and format them for transfer to a data
recorder, but this meant undesired growth in system size, weight, complexity, and cost. It was



International Symposium 39 May 3-5, 1999
On Transportation Recorders Arlington, Virginia

determined, instead to approach the need with a system solution., that the VADR® concept should
expanded to include greater signal interface capacity for a large number of analog and discrete inputs and
yet retain the single box architecture (Figure 3). The concept of the Integrated Data Acquisition and
Recording System—the IDARS—was born, and the initial platform applications to date include:

e USAF/USN T-6A (JPATS) » Eurocopter EC.135, BO.105 & BK.117

e USAF UH-1N ¢ UK Chinook HUMS

« USAF B-1B ¢ UK Sea King HUMS

e USAF U-2S e UK Puma HUMS

e USAF KC-135 e UK Lynx HUMS

» Brazil AL-X (Super Tucano) * NATO Flying Training Canada (NFTC) program

Crash Survivable
Loy Signal Memory Unit

W B8 Acquisition (CSMU)
e 3 _l'-'l_mt (SAU) » Crash Recorder Technology
* Data Acquisition * SFDE Experience Base
* Data Processing
» Analog & Digital I/O

| Voice and Data

Recorder

(VADR®)

/ * High Capacity Memory Module
* Advanced Generation Packaging

* Voice Recorder Growth

Integrated Data
Acquisition
Recording System
(IDARS)

Figure 3: Smiths Industries IDARS Evolution

INTEGRATED DATA ACQUISITION AND RECORDING

GROWING DATA ACQUISITION PERFORMANCE NEEDS

Newer aircraft applications and the need to extend the life of existing aircraft has led to the need for more
and better data on aircraft usage. At the same time, aircraft upgrades have led to a premium on available
avionics space on aircraft. Cost is always important. The Integrated Data Acquisition and Recorder
System (IDARS) is designed to meet these needs. In a single box, the IDARS (Figure 4) includes
circuitry for extensive direct analog interface, acquisition and processing, data storage in mass memory,
crash-protected memory and removable memory.
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Figure 4: Sl's Single Box Solution—Integrated Data Acquisition And Recorder System (IDARS).

IDARS CAPABILITIES
The IDARS acquires and processes all aircraft sensor data, stores relevant data on the integral Crash
Protected Memory (CPM) and/or the external Data Transfer System, and displays relevant exceedances,
alerts and data on the Cockpit Control Unit (CCU). The IDARS consists of a chassis assembly and a set
of plug-in electronic Circuit Card Assemblies (CCAs). The IDARS accommodates up to five CCAs with
all data communications and power distribution handles through the rigid multiple layer motherboard.
Conditioned power is supplied to all CCAs with the exception of the CVFDR subsystem, which has a
separate power-supply, for electrical isolation. The CCAs are partitioned into the following subsystems:
» Flight Data Acquisition Unit (FDAU)
» Cockpit Voice and Flight Data Recorder (CVFDR)

Flight Data Acquisition Unit (FDAU)

The IDARS FDAU provides monitoring and acquisition of flight data and sensors including analog, strain
gauge, frequencies, low level AC/DC voltages, MIL-STD-1553, ARINC-429, RS-422, discrete signals,
etc. It also provides outputs for various status and Built-In-Test (BIT) data and outputs for use by other
system components for crew alerts and data display. Table 1 indicates input/outpilitieaoélhe

IDARS FDAU.
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Signal Type Available
AC/DC and Synchro Inputs 80
Variable Frequency input 8
Input Discretes 96
Output Discretes 8
Phase Reference Inputs 6
Low-Level Differential DC 14
RS-422 /| RS-485 6
MIL-STD-1553 2
ARINC-429 Inputs 8
ARINC-429 Outputs 3

Table 1: DAPU/IDARS Input / Output Capacity

The IDARS FDAU is the primary analog/discrete/digital data acquisition, processing, compression and
storage management component of the DAPU. It is capable of:

» Capturing data parameters

» Sampling data parameters

» Analyzing relevant conditions and changes

» Calculating resultant parameters

» Compressing data and managing data storage

» Performing the flight data acquisition functions for the CPM

The FDAU processes all parameters that are required by appropriate regulatory agencies for
incident/mishap investigations. These parameters are buffered at the sampled frequency with no
compression and sent to the CVFDR subsystem via an RS-422 communications channel for recording in
the CPM.

Cockpit Voice Recorder and Flight Data Recorder (CVFDR) Subsystem
The IDARS CVFDR provides data collection and incident/mishap recording of audio data, aircraft flight
and system parameters to support post incident analysis. The IDARS CVFDR subsystem consists of:
» Voice Processing Unit (VPU) CCA
» Crash Protected Memory (CPM)
» Acoustic Beacon

The CVFDR meets the operational requirements of EUROCAE ED-55 and ED-56A and FAA TSO-
Cl23a and TSO-C124a. The flight data rates, interface and storag#itoegaieet the standard of
Aeronautical Radio, Inc. (ARINC) 573/717/747 and ED-55. These data rates meet or exceed those
required for normal maintenance functions. The formatted data to the CPM is via a dedicated serial
interface. BIT data is available through a separate RS-422 interface. In compliance with regulatory
requirements, the VPU is functionally and electrically isolated from the other DAPU subsystems with the
exception of an RS-422 serial interface.
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The acoustic beacon is a mechanically integrated, water (fresh or salt) activated, device. It is compliant
with EUROCAE ED-55, as well as applicable FAA Technical Standard Orders and ARINC standards.

GROWTH BEYOND DATA ACQUISITION AND RECORDING

GROWING PERFORMANCE TO MORE ADVANCED DATA USE

Today, the need for accurate, detailed aircraft and aircraft subsystem performance recording and analysis
is well established. The requirement for operational readiness rates is higher than ever before.
Maintenance costs, which are a significant factor in life cycle costs, have also risen dramatically. Modern
aircraft monitoring equipment coupled with comprehensive ground support and analysis systems can offer
improved aircraft availability and a greater safety margin.

CURRENT MULTIFUNCTION MONITORING

Engine monitoring is done on nearly every engine produced or in service today and has directly led to
increased performance and lower maintenance costs. For example, an engine that had lower temperatures
and less vibration than another could be expected to be serviceable longer, and therefore its maintenance
cycle could be extended. Similarly, an aircraft experiencing lower flight stresses and less turbulence

during flight could be expected to use less of it's structural fatigue life. The advent of accurate data
recording allowed this tracking to become a reality. A very dramatic example illustrating the variation in
seemly similar flight is the experience of the Red Arrow flight team in the UK. There it was found by
employing structural recorders that the wingman typically experienced aircraft structural stresses double,
triple or even higher over that of the flight lead.

THE FUTURE: COMPREHENSIVE HEALTH AND USAGE MONITORING

The integration of airborne monitoring and diagnostic systems with multifunction ground data analysis
and support systems provides an evolving capability for very accurately tracking aircraft usage, system/
sub-system life and supporting fleet management and maintenance. These systems improve
airworthiness, improve reliability, and reduce aircraft cost of ownership by detecting and diagnosing
potential and actual failures, monitoring usage, automating test procedures and providing advance
warning of potential equipment failures and collecting valuable data for routine maintenance.

Smiths Industries’ HUMS Overview

The Smiths Industries HUMS extends IDARS into a proactive maintenance and diagnostic system. It
monitors nearly 200 parameters vital to aircraft operation — continuously acquiring, processing and
storing data. Data is distributed for storage and retrieval in internal mass memory, in removable storage
(a Data Transfer Module or DTM) for routine maintenance, and with cockpit voice data in a crash-
protected memory (CPM) to support incident analysis like the IDARS. HUMS upgrades IDARS to
include the addition of special purpose circuit cards to support HUMS vibration monitoring and other
growth maintenance functions. Sensors around the airframe provide input on engine and gearbox
vibration, rotor track and balance, avionics and overall aircraft performance. Essential health data is
provided to the flight crew, while more detailed information is stored for later use by ground support
technicians. Fatigue life usage can also be calculated in real time. Sl can offer total system integration,
production of major elements of hardware and software, installation design, aircraft installation and
logistics support in the field.

Data Acquisition and Processing Unit (DAPU)

The DAPU acquires and processes all aircraft sensor data, stores relevant data on the integral Crash
Protected Memory (CPM) and/or the external Data Transfer System, and displays relevant exceedances,
alerts and data on the Cockpit Control Unit (CCU). The DAPU consists of a chassis assembly and a set
of plug-in electronic Circuit Card Assemblies (CCAs). The DAPU accommodates up to five CCAs with
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all data communications and power distribution handles through the rigid multiple layer motherboard.
Conditioned power is supplied to all CCAs with the exception of the CVFDR subsystem, which has a
separate power-supply, for electrical isolation. The CCAs are partitioned into the following subsystems:

» Flight Data Acquisition Unit (FDAU)

» Cockpit Voice and Flight Data Recorder (CVFDR)

» Vibration Monitoring System (VMS)

Flight Data Acquisition Unit (FDAU)
The Flight Data Acquisition Unit (FDAU) functions as described in the IDARS section above.

Cockpit Voice and Flight Data Recorder (CVFDR)

The Cockpit Voice and Flight Data Recorder (CVFDR) functions as described in the IDARS section
above.

Vibration Monitoring System (VMS)
The VMS functions include comprehensive rotor, drive train, gearbox, engine and structures health
monitoring, diagnostic data acquisition and maintenance processing. Key capabilities include:

» Automatic or manual collection of vibration and optical tracker data from a series of flight

regimes

» Collection of spectra from a series of flights for trend monitoring

» Capturing random spectra at the user’s request for later analysis of intermittent events

« Communication of vibration alarm (exceedance) conditions

» Collection of spectra for health monitoring

» Calculation of rotor and blade maintenance adjustments based on track and vibration data

The VMS is a high performance data acquisition and processing subsystem hosted on one or two double-
sided Vibration Acquisition Unit (VAU) CCA. The DAPU chassis supports up to two VAU CCAs.

When configured with two CCAs, 48 vibration channels, 20 speed sensor channels, and 4 blade trackers
can be accommodated, as listed in Table 2:

Signal Type Available
High Band Vibration Channels 48
Speed Sensor Channels 20
Blade Tracker Channels 4

Table 2: VMS Input / Output Capacity

The digital signal processor (DSP) based design provides measurement and processing capability to allow
most faults to be diagnosed on-board the aircraft. As with the APU, programmability if sampling rates,
gains and input characteristics is a key feature of the card. The VAU DSPs eliminate the need for
specialized analog acquisition circuitry and phase lock loop acquisition methods. Growth capability for
incorporation of neural network technologies via software upload has been designed in.
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BENEFITS OF RECORDING, CONDITION MONITORING, AND
DIAGNOSTIC SYSTEMS

The reality is that aircraft are being kept in service for longer and longer and their mission requirements
are continuously being revised. As a fleet ages, maintenance costs continue to grow. Concurrently, the
pressure to increase maintenance productivity, reduce maintenance man-hours and improve aircraft
readiness continues to strain the current force structure. Better understanding of aircraft actual usage,
more accurate and timely information on needed aircraft maintenance actions and improved tracking of
component usage is critical to realizing gains in aircraft readiness. Comprehensive aircraft monitoring is
the key to this achievement.

A comprehensive aircraft monitoring system with associated sensors can support significant gains in
reduced maintenance man-hours and increased aircraft and component life extension. Typically
supported functions include:
» Mishap/Incident Recording, Playback and Analysis
» Training
O Aircrew Tactical Training
0 Maintenance Training
* Warranty Recording
» Aircraft Usage Monitoring,
O Individual Aircraft Tracking (IAT)
» Airframe Structures Monitoring
0 Loads/Structures Monitoring
O Aircraft Structural Integrity Program (ASIP)
» Engine Health and Usage Monitoring
O Low Cycle Fatigue
O Engine Structural Integrity Program (ENSIP)
» Transmission Health Monitoring
* Rotor Monitoring

Each of these functions may be inter-related and many aircraft parameters are used for multiple functions.
Therefore a comprehensive aircraft monitoring system is both necessary and cost effective. Use of
accurate aircraft usage data can lead to more accurate tracking of aircraft structural life usage and an
extension of calculated remaining life. Similarly, engine usage tracking can lead to earlier identification

of incipient engine health problems, but more significantly to more accurate tracking of actual engine life
usage and eventual conversion to an on condition maintenance program and engine overhaul cycle.

CONCLUSIONS

Modern technology has a lot to offer the operating organizations. Better, more comprehensive monitoring
of aircraft components, systems and performance coupled with enhanced means of transferring and
analyzing the recorded data can provide big payback. An adaptable, integrated, low cost solution is
critical to affordably realizing this benefit. The VADR® and IDARS are leading the market for this
capability with:

* Light Weight

+ Small Size

* Reduced Power

» Integrated Single ‘Box’ Solution
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INTRODUCTION

“Data recorders” in some form have been around for quite some time in the marine
industry. They include, but are not limited to, log books, navigation charts, bell or engine order
logs, course recorders, hull stress meters, propulsion and auxiliary engine computer logs, vessel
traffic service (VTS) systems, Rescue Coordination Center (RCC) radio transmission tapes, and
the Automatic Identification SysténfAIS). A marine voyage data recorder (VDR) centralizes
the various measurements taken on board a vessel in one “protective” place from which data can
be retrieved at a later date for analysis. Many companies have already taken the initiative of
installing VDRs not only to obtain data in the event of an accident or incident, but also to assist
in managing their fleets.

In an October 10, 1998, articBpxing Clever]loyds List writes,

Ironically, of all the technical requirements that are designed to prevent accidents
(although most are designed to minimize their consequences), the provision of
‘black boxes’ is something that only comes into its own after the incident. Not
that there is no commercial reason (value) for their adoption on ferries. Voyage
event recorders can monitor whatever is required, from the way a ship is handled,
to the performance of the machinery, and its forensic employment must be
considered almost incidental. They have proved themselves in operation in a
number of areas, from the optimization of fuel economy measures to the defense
of the owner in the event of an incident. And although it can be argued that they
scarcely affect safety directly, the lessons they produce certainly do.

Als gathers vessel movement information and assembles it into an AlS-compliant data sentence. Incoming vessel
information, including GPS/DGPS, heading, course over the ground, and speed, is displayed on a device, such as a
personal computer or laptop. A vessel provides its identification (official number), position, course, heading, speed,
and receives information on other vessels, port data, and hazards in area.
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This paper will review the history of VDRSs, specifically their promotion by the NTSB,
the International Maritime Organization’s (IMO’s) actions and its pending carriage requirements,
the International Safety Management (ISM) code requirements, IEC performance standards, the
position of the classifications societies on VDRs, the VDR and Port State control, VDRS in
international investigations, and operational management requirements of the ship owner.
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MAIN SECTION
MARINE DATA RECORDERS - A HISTORY:
Promotion by the NTSB

The National Transportation Safety Board (NTSB) has promoted the use of event recorders
on ships since the 1970s. Drawing on its extensive experience with aviation and surface vehicle data
recorders, the Safety Board has worked with the U.S. Coast Guard, other agencies, and marine
industry companies in rulemaking efforts and development of technical standards for VDRs. The
NTSB supports the use of these systems not only as accident investigation tools, but also as
management tools. The following is a brief summary of marine accidents investigated by the NTSB
in which it identified the need for VDRs and issued safety recommendations related to developing
or requiring the systems.

The NTSB identified the potential use of VDRs in accident reconstruction in its investi-
gation of the collision between the £S/. SeaWitch and the SEsso Brusseland resulting fire
in New York Harbor on June 2, 197®ased on its findings in the accident, the NTSB made the
following safety recommendation to the Coast Guard:

Require the installation of an automatic recording device to preserve vital navi-
gational information aboard oceangoing tankships and containerships. (M-76-8)

Following its investigation of the collision of the U.S. tankshipM&Sine Floridian with
the Benjamin Harrison Memorial Bridge in 197the NTSB made the following safety
recommendation to the Coast Guard:

Conduct a formal study in coordination with the Federal Maritime Administration
and the shipping industry to determine a standard array of operational and audio
data that should be recorded automatically with a view to establishing a require-
ment for the installation and operation of suitable equipment in U.S. vessels over
1,600 gross tons built after 1965, and to submitting an initiative to the Inter-
governmental Maritime Consultative Organization (IME®y the adoption of a
similar international requirement. (M-78-2)

As a result of its 1981 special studyajor Marine Collisions and Effects of Preventive
Recommendatiotidthe NTSB made the following safety recommendation to the Coast Guard:

Expedite the study to require the installation of automatic recording devices to
preserve vital navigational information aboard applicable ships. (M-81-84)

2 Marine Accident Report - SS.V. Sea Witch — SS Esso Bruss@sllision and Fire, New York Harbor, June 2,
1973(NTSB/MAR-75/06).

% Marine Accident ReportUS. Tankshi®S Marine FloridiarCollision with Benjamin Harrison Memorial Bridge,
Hopewell,Virginia, February 241977(NTSB/MAR-78/01).

* Now known as the International Maritime Organization (IMO).

> MSS-81-1
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The NTSB ultimately classified the three recommendations cited above “Closed—Unac-
ceptable Action,” based on responses contained in a May 1982 letter from the Coast Guard,
which stated:

The Coast Guard generally supports the concept of shipboard voyage recorders as
an aid in casualty analysis. Recently, the U.S. Maritime Administration canceled
their voyage recorder project and IMCO removed voyage recorders from their
work schedule. In view of this and the severe funding limitations within the
Department of Transportation, the Coast Guard does not plan to actively pursue a
voyage recorder project at this time.

In 1995, the NTSB again identified the need for VDRs during its investigation of the
collision between the Netherlands Antilles passesbgr Noordanand the Maltese bulk carrier
Mount Ymito$ Based on its findings, the NTSB made the following safety recommendations to
the Coast Guard:

Require all vessels over 1,600 gross tons operating in U.S. waters to be equipped
with voyage event recorders. (M-95-5)

Propose to the IMO that it require all vessels over 500 gross tons to be equipped
with voyage event recorders. (M-95-6)

Based on comments in a December 1, 1995, Coast Guard letter concerning VDRS, the
NTSB replied that because the Coast Guard was not taking the “unilateral action as requested,”
Safety Recommendation M-95-5 had been classified “Closed—Unacceptable Action” on Febru-
ary 6, 1996. The Coast Guard sent a follow-on letter dated September 23, 1996, concerning
Safety Recommendation M-95-6, in which it stated:

We concur with the intent of this recommendation. We will work with the
international maritime community and at the IMO to develop specifications for voy-
age event recorders. The carriage of a ‘black box’' is currently being discussed.
However, there is presently insufficient support among member governments at
IMO to establish international requirements for voyage event recorders, and to
unilaterally establish requirements for vessels in U.S. waters would be detrimental to
our efforts at IMO. We will keep the Board advised of our progress on this issue.

On March 20, 1997, the NTSB wrote:

Because the Coast Guard will work with the international maritime community and
at the IMO to develop specifications for voyage event recorders and their carriage as
requested, Safety Recommendation M-95-6 has been classified “Open—Acceptable
Response.” The Safety Board [NTSB] would appreciate periodic updates on the
progress of this issue.

® Marine Accident Report Collision of the Netherlands Antilles Passenger Ship Noordam and the MBiitkse
Carrier Mount Ymitosin the Gulf of Mexico, November 6, 1998 SB/MAR-95/01)



International Symposium 51 May 3-5, 1999
On Transportation Recorders Arlington, Virginia

The Noordam accident also resulted in the NTSB asking the marine industry to promote
the use of VDRs. The NTSB made the following safety recommendation to the International
Council of Cruise Lines (ICCLJ:

Propose to members that all passenger vessels over 1,600 gross tons operating
from U.S. ports be equipped with voyage event recorders. (M-95-8)

Upon receiving notification from the ILLC that it supported the NTSB’s position on
VDRs and that it had distributed copies of the safety recommendations to its constituency for
their information and consideration, the NTSB classified Safety Recommendation M-95-8
“Closed—Acceptable Action” on December 12, 1995.

The NTSB made the following recommendation to Holland America Line Westours, Inc.,
as a result of the Noordam accident:

Review the management oversight program and implement measures to ensure
that company watchstanding policies are followed on all ships. (M-95-10)

In an August 8, 1995, letter, Holland America advised the NTSB that, along with other
management and oversight measures, it was evaluating a VDR system that had been installed on
its passenger vessstatendamand that, if the system was satisfactory, Holland America would
install such a system on all its other vessels. In response to Holland America’s action, the NTSB
classified Safety Recommendation M-95-10 “Closed—Acceptable Action” on October 17, 1995.

Actions by the IMO

In 1996, in response to proposals by the United States and the United Kingdom, the
IMO’s Navigation Subcommittee (NAV) requested that the International Electro-technical
Commission (IEC) develop an international technical testing standard for VDRs based on IMO
recommendations. On March 19-21, 1997, the IEC working group (TC-80/WG-11) began work
on the performance standard recommended by the IMO’s NAV 43; the group issued its draft
standard on March 19, 1999.

At the Design and Engineering Subcommittee (DE), the United States encouraged the
IEC and the International Safety Organization (ISO) to cooperate in developing VDR standards.
This should be re-emphasized because aspects of VDRs, such as carriage requirements and
protection of the equipment, may extend beyond the purely electrical issues of VDRSs.

IMO Resolution A.861(20),Standards for Shipborne VDRs

IMO resolution A.861(20) recommends VDR performance standards that, much like the
standards for aircraft data recorders, are based on maintaining a record of data for accident
analysis. Resolution A.861(20) observes that an IMO resolution adopted in Ma¥y HA94

" The ICCL is a major cruise ship operator association that represents some 19 cruise lines. Each year, its overnight
cruise vessel operators carry more than 4 million U.S. passengers on 87 ships.
® IMO Resolution 12.
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concluded that fitting ships, particularly passenger vessels, with VDRs is desirable to assist in
investigations into casualties and had called on the IMO Maritime Safety Committee to develop
standards for VDRs. Observing that SOLAS may make VDR carriage mandatory, IMO
resolution A.861(20) invites governments to encourage shipowners and ship operators to install
VDRs on their vessels as soon as possible. The resolution discusses including VDR carriage
requirements in the revision of SOLAS chapter V (Safety of Navigation), which is expected to
become effective in 2002.

The performance standards proposed in IMO resolution A.861(20) apply to either float-
free or fixed models of VDRs and include the general provision that the purpose of a VDR is to
maintain a storage, in a secure and retrievable form, of information concerning the vessel's
position, movement, physical status, and command and control for the period leading up to and
following an incident. The information would be for use by the Administration and the ship-
owner during any subsequent investigation into the causes of an incident.

The proposed performance standards require that the VDR continuously maintain
sequential records of preselected data items relating to equipment status and output and of the
ship’s command and control. The VDR must be installed in a brightly colored protective capsule
that is fitted with a device to aid in locating it. The VDR must operate automatically and record
data for at least 12 hours. If the ship owner so wishes, the recorded information may be
downloaded so long as the download does not interfere with the data recording function. This
feature makes the installation and use of the VDR quite appealing to a ship owner as a
management tool.

The complete VDR system, as defined by IMO resolution A.861(20)/4.1, must include all
items required to interface with data input sources, all items necessary to process and encode
data, the recording medium in its capsule, the power supply, and the dedicated reserve power
source. The VDR, at a minimum, will record:

Date, time, ship’s position, speed, heading, bridge audio, communications audio

(radio), radar data, post-display data, echo sounder, main alarms, rudder order and
response, hull openings (doors) status, watertight and fire door status, accelera-
tions, hull stresses, wind speed, and wind direction.

IMO Carriage Requirements

The 44th session of the IMO Sub-Committee on Safety of Navigation, held in July 1998,
considered VDR carriage requirements and made proposals, which appear as draft regulation 22
to SOLAS Chapter V. The proposed options include a provision limiting the new requirement for
VDRs to Ro-Ré passenger ships on international voyages. Other options, which were submitted
by the United Kingdom and supported by the European community, the United States, Canada,
Australia, and New Zealand, require that all new vessels built by a certain date have a VDR and
that all existing vessels install a VDR during a phase-in period, which will be at a later date. The
United States proposed a requirement that VDRs be tested annually for operability by an

° Roll-on roll-off vessels (Ro-Ro) that are designed with large bow or stem ramps (or both) to allow trailers or cars
to be driven rather than lifted on and off the vessel.
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independent inspection authority, much like the requirement for annual liferaft examinations.
The United States observed that, with the proper equipment, the VDR test could be conducted on
the vessel, and upon satisfactory completion of the exam, a certificate could be issued, which
would show Port State authorities that the vessel is in conformance with regulation.

Some countries opposed the VDR requirement for “all” vessels. Japan and others stated
that the carriage requirement should apply only to vessels on “international voyages;” Panama
maintained that the VDR should only be required on “self-propelled” vessels. The IMO Sub-
Committee hopefully will conclude its work on VDRs (and Chapter V) at its 45th session, and
will require VDR carriage for all vessels over 3,000 gross tons, with a specified phase-in period
for existing vessels.

IEC Performance Standards

In 1998, technical experts from around the world, including equipment manufacturing
representatives and government accident investigators such as NTSB representatives, met at the
British Standards Institute (BSI) in London to develop VDR functional performance require-
ments based on the generic performance standards approved by IMO in November 1997 (IMO
Resolution A.861.) The IEC TC-80, WG-11 is tasked with developing these functional
performance requirements, which, when published, will be known as IEC &l8pbourne
Voyage Data Recorder (VDR), Performance Requirements, Methods of Test and Required Test
Results The “enquiry for vote” was submitted to the IEC members for review and solicitation of
comments on March 19, 1999. The closing date for voting is August 31, 1999.

Classification Societies and the VDR

In recent discussions with representatives of the International Association of Classifi-
cation Societies (IACS) and Lloyds Register of Shipping (Lloyds), this author asked about the
position of the classification societies on the issue of VDRs. On February 2, 1999, Mr. James D.
Bell, IACS Permanent Secretary, stated:

So far, there are no IACS policies or resolutions on VDRs at this stage. Of course,
iffwhen something definitive does emerge it will be a statutory requirement rather
than class associated and we will be involved as authorized agents for the
Administrations. This does not mean that our members have not individually been
involved in national and regional developments of such equipment.

In response to a July 13, 1998, email, a Lloyds representative responded to questions
regarding discounts or preferences being offered to shipowners who have VDRs installed,
stating:

There is no truth to this [rumor] that Lloyds or other societies were offering any
discounts if a VDR is fitted. A class society will make a small charge for the
approval of the installation and subsequent periodic surveys. The benefit comes
from the shipowner being able to demonstrate that he is applying due diligence
through a notation in the register book which specifies his ship has a VDR
installed.
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Lloyds subsequently issueBrovisional Rules for the Classification of Ship Event
Analysis Systenia 1998.

ISM Code Certification*°

According to the chairman of the IACS, the greatest contribution to improved maritime
safety can only come from higher conformance by the world fleet to recognized IMO Con-
ventions and international safety standards. IFbernational Management Code for the Safe
Operation of Ships and for Pollution Preventii8M Code), adopted by the IMO in November
1993, is therefore a vital instrument to bring the improvements expected by the international
community.

In a recent articleSafe Today Is No Guarantee For TomorrovDet Norske Veritas's

(DNV) Dr. Tor-Christian Mathiesen writes, “We are facing greater expectations of safe operation
and pollution prevention. The answer is not the introduction of more rules and regulations. The
challenge is to ensure compliance with all the rules and regulations that we have today.” Tor-
Christian Mathiesen believes that shipping’s most important development in the past 10-12 years
has been the focus on the human element. He states, “The human element is involved in all
accidents. If you analyze accidents you will find the human element somewhere in the chain of
events leading to them. Man is accountable for 100 percent of all accidents, not the 80 percent
frequently quoted.”

Dr. Mathiesen considers the ISM Code the most important modern safety instrument to
the shipping industry, stating, “I am sure that the ISM Code has been on the agenda of the Board
of all shipping companies operating internationally....if we succeed with proper implementation
of the ISM Code, which we have to, we will see the development of a safety culture in shipping.”

The IMO developed the ISM Code because it recognized that effective company manage-
ment was paramount to ensuring marine safety guidelines and environmental protection. The ISM
Code became a requirement for all vessels, except bulk carriers, in July 1998. As its full title
implies, the objective of the ISM Code is to encourage companies to develop and maintain a safety-
management system, which accomplishes the following general measures:

» Provides for safe practices in ship operation and safe working environment;
» Establishes safeguards against all identified risks; and

* Improves the safety management skills of shoreside and shipboard personnel.

The ISM Code provides specific guidelines to companies for developing an effective safety-
management system. For example, the ISM Code indicates that a company’'s safety-management
system should include the following functional requirements:

* A safety and environmental protection policy;

10 DNV FORUM ISSUE No. 3,1996, article.
11 DNV FORUM ISSUE No. 1, 199®r Tor-Christian Mathiesen, Chairman of The CouncilA€S:
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» Instructions and procedures for ensuring safe vessel operation and environmental
protection in compliance with relevant international and domestic law;

» Defined levels of authority and lines of communication between and among
shipboard and shoreside personnel;

* Procedures for reporting accidents and non-conformities;
» Emergency preparedness and response procedures; and,

* Internal audit and management review procedures.

The ISM Code recommends that companies designate a shoreside person (or persons)
having direct access to the highest level of management to be authorized and responsible for
monitoring the safety and pollution aspects of each ship in the company’s fleet and to make sure
that adequate resources and shore-based support are applied “as needed.” In addition, the ISM Code
states that the company should clearly define and document the following areas of responsibility for
each ship’s master:

* Implementing the safety and environmental-protection policy of the company;
* Motivating the crew in the observation of that policy;
» Issuing appropriate orders and instructions in a clear and simple manner;

» Verifying that specified requirements, such as marine regulations, operational
directives, and so forth, are observed; and

* Reviewing the safety-management system and reporting its deficiencies to shore-
based management.

Under procedures established by the IMO, companies that demonstrate compliance with the
ISM Code will be issued ®ocument of Compliance/essels owned and/or operated by these
companies will be issued Safety Management Certificate be displayed on board the vessel.
While the development of the ISM Code was developed primarily for deep-draft ships engaged in
international commerce, the provisions of the Code are general and may be applied to all sectors of
the maritime industry, including inland and coastal barge and towing operations. An example of an
inland program is the American Waterway Operateesponsible Carrier Program

The central objectives of the ISM Code are improved and consistent compliance through
stronger enforcement of international rules and regulatidns ISM Code is widely regarded as
the most important single development in maritime safety for many years. Introduced in two
stages, the ISM Code will ultimately apply to 90 percent of the world’s fleet, with 8,000
shipowning and operating companies. Phase One required the auditing of some 18,700 ships
before 1 July 1998. Phase 2 will require another 20,700 ships to be audited before 1 July 2002.
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Dr. Mathiesen observes, “A most important part of the [ISM] Code is the requirement to
record incidents, analyze, and try to identify the basic cause in order to prevent recurrences.” He
describes Phase One of the ISM Code as “an important step” towards an industry safety culture.
“By safety culture,” he explains, “I mean a culture of saying, “I can always improve,” which will
enhance safety and pollution prevention.

Companies Employing VDRs to fulfill “lISM Responsibilities”

A survey by this author found that a number of operators view VDR systems as valuable
tools to achieve the objectives of the ISM Code. P & O Lines, which is considered a pioneer in the
development and use of VDRs, has been using VDR systems for years to fulfill its ISM
responsibility to provide management oversight of its fleet. A P & O subsidiary, Three Quays
International (Broadgate), reports that it has 120 VDR units throughout its fleets of Ro-Ro ferries,
bulkers, tankships, and other vessels. VDR systems have been voluntarily installed on BP tankships,
Conoco tankships, Chevron tankships, and Holland America Line passenger ships. In addition, the
U.S. Navy has an experimental project with a system called “Smart Ship,” which, among other
functions, records radar data. Reportedly this system is being tested on thak5S. Truman
and the USYorktown

Companies are finding that, in addition to the obvious ISM and postaccident value of VDR
information, they can realize a payback in their fleet operations by using the data to monitor the
various systems on board. In an 1998 article written for DNV FOREBUE No. 2Performance
Monitoring Enhances Operational Efficiencgtuart Brewer endorses the benefits of maintaining
vital machinery data in order to review main engine performance data and to make adjustments as
needed. Mr. Brewer’s article states:

12 DNV FORUM ISSUE No. 1, 199®r Tor-Christian Mathiesen, Chairman of The CouncilA€S:
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There are several benefits in maintaining performance (records) of the main
engine. As an example: modern two-stroke slow-speed engines are fitted with
variable injection timing equipment (VIT). Correct functioning of the VIT is
essential for good engine performance and by monitoring performance as laid
down in the DNV program we can detect maladjustment’'s and make the
necessary corrections. A correctly adjusted engine ensures better fuel economy,
more operating hours per cylinder, and better overall engine condition and
economy. It also results in cleaner exhaust gases and reduced harmful emissions.
...we see performance monitoring as a means to optimize the engine’s condition
and its maintenance intervals.

Based on the results from its “New Machinery Project” and in line with the procedures
from its pilot test ship program, the DNV is planning to launch a new, voluntary class notation.

When the DNV was asked if it saw any use for such a new notation, a representative
replied that such a notation would be much like a “stamp for good housekeeping,” conveying to
the market that from this ship you could expect reliable performance, good fuel economy and
fewer unexpected costs in machinery maintenance.

In its first review of maritime safety? the European Transport Safety Council (ETSC)
estimates that 140 fatalities occur annually in European sea transport and observes that the safety
culture and safety regulations must be improved. The ETSC review identifies priority measures
for accident reduction. Among these measures are a systems approach to safety and the need for
better statistical information, specifically an European Union (EU) database and VDRs, and an
independent maritime accident investigation agency. Other needs or changes that the ETSC
review identifies include the following: a common education and training framework,
international medical/psychological standards, a legal maximum blood alcohol level, fatigue
reduction measures, on-board facilities, improved communications technologies, safety
guidelines in and near ports, bulk carrier and ro-ro ferry design, survival capability of high speed
craft, and passenger ferry survivability.

1 VDRsin Port State Control — Compliance

In a 1997 articl¥ for IMO News the senior deputy director of the IMO’s Maritime
Safety Division states:

Port State control - the inspection of foreign flag vessels visiting national ports -
has been described as the last safety net in marine safety. In an ideal world, Port
State control would not exist, but when shipowners, classification societies,
insurers or Flag administrations have in one way or another failed to do their job,
Port State control comes onto the scene. Port State control is recognized as being
a step in the right direction towards the eradication of substandard ships, when it

13 Copies are available from the ETSC, Rue du Cornet 34, B-1040 Brussels, Belgium.

4 port State control: An Updat&ernando Plaza, Senior Deputy Director, Maritime Safety Division, IMO, IMO
NEWS, Number 4, 1997.
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is carried out in accordance with IMO Assembly resolutions and recommenda-
tions.

It is only natural that government agencies and their delegated inspeetogoy the
information gathered by the VDR in conducting the various Port State requirements, which
includes enforcing the ISM Code and ensuring that a vessel is in compliance with U.S.
navigation safety regulations (33 CFR 164) and applicable pollution prevention regulations
(IMO/MARPOL?'®, and 33 CFR 151 to 159). The Coast Guard guidance in NVIC 4-98, states:

The objectives of SOLAS IX and the ISM Code are to ensure safety at sea, to
prevent the occurrence of human injury or loss of life, and avoid environmental
and property damage. Specifically, the ISM Code seeks to address the issues of
human error and human omissions. To accomplish its objectives, the ISM Code
requires owners of ships, or other organizations such as the managers, or bareboat
charterers, who have assumed responsibility for ship operations, to implement
Safety Management Systems for their companies and ships.

2 VDRs in International Investigations

On November 27, 1997, the IMO adopted IMO Resolution A.849(8¢e for the Investigation of
Marine Casualties and Accidentsrhich the U.S. Coast Guard endorsed and disseminated in
Navigation and Vessel Inspection Circular Number: 5188ssuing NVIC 5-98, the Coast Guard
summarized the IMO action as follows:

The international community has increasingly become aware of the benefits of
cooperating in casualty investigations given the international nature of shipping and
the fact that Flag-State interests often overlap port-state interests. As a result, a series
of IMO resolutions have addressed international cooperation in increasing depth,
and many valuable cooperative investigations have resulted in the past 10 years.
Drawing on the experience of these cooperative investigations, and recognizing the
opportunity to improve safety through information sharing, the IMO member states
developed a Code for the investigation of marine casualties and incidents. The Code
provides a standard international approach to investigations and enhances the
existing cooperative frameworks.

The Code includes an appendsliidelines to assist investigators in the implementation of
the Codewhich provides the following guidance on VDRs:

Where information from a VDR is available, in the event that the State conducting

the investigation into a casualty or serious incident does not have appropriate
facilities for readout of the VDR, it should seek and use the facilities of another

State, giving consideration to the following:

15 Through its Streamline Inspection Program with small passenger vessels and its Alternate Compliance Program
(see 46 CFR 8Vessel Inspection Alternatiyeghe U.S. Coast Guard now authorizes the American Bureau of
Shipping to perform inspections and certification on behalf of the Coast Guard.

% International Convention for the Prevention of Pollution from Ships 1973, MARPOL



International Symposium 59 May 3-5, 1999
On Transportation Recorders Arlington, Virginia

.1 the capabilities of the readout facility;
.2 the timeliness of the availability of the facility; and
.3 the location of the readout facility.
CONCLUSIONS
VDR Safety Issues

The installation of VDRs is an important safety issue for all marine operators, especially for
operators of passenger vessels. Automatic data recording devices provide crucial factual
information for accident investigation and play a key role in identifying and addressing causal
factors. While it can be argued that the VDR may not be a first line safety tool, such as a life
jacket or fire extinguisher, it certainly has great value in ensuring that a vessel is operated safely,
that its gear is performing as intended, and that the crews are performing as required by
regulation, company policy, and the general rules of “good seamanship.”

VDR as a Management Tool

The VDR provides the vessel operator and owner with information that can be used to
better manage the vessels operation, thus providing key information that can be used to improve
traffic routing, manage hull stress conditions, and better manage fuel consumption. The VDR
also provides the owner/operator with a comprehensive record of what occurred in an event,
thereby assisting in the event of some tort action. The management benefits derived from
installing a VDR system would quickly offset the cost of its installation.
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INTRODUCTION

Progress in the development of miniature sensors, microprocessors, compact nonvolatile “flash” memory,
and battery technology allows the design of sophisticated miniature autonomous data recorders for a wide
variety of inter-modal transportation applications.

In some cases, requirements for data recorders are well known or already specified by law. However, in
new applications for data recorders, it is not always apparent what parameters need to be measured, nor
with what frequency or precision. It may be useful in early field tests to collect more data than might be
justified in an operational system, to allow assessment of what data is actually most useful. Since early
field tests often involve retrofit into existing vehicles, it is also useful for a field-test recorder to have its
own sensors, to simplify installation. This can also enable “fleet surveys” in which a few recorders are
moved from one vehicle to another. Small autonomous data recorders are also useful for gathering data
during vehicle testing. In some cases they may find use supplementing conventional data recorders,
because they can be distributed throughout a large vehicle with little or no wiring.

Tether Applications has designed a Small Intelligent Datalogger (SID) with a variety of unusual features,
including multiple on-board sensors, on-board alarm clocks for low-duty-cycle operation, and several
serial-interface networking options. Its original purpose was as the core of some very small, low-cost,
low-power spacecraft, but it also appears relevant for a variety of applications requiring small
autonomous data recorders. It appears particularly well suited to early field-testing, where programming,
installation, data recovery, and data analysis are likely to cost far more than purchase of the recorders
themselves.

MAIN SECTION

Numerous applications exist for miniature autonomous field data recorders. SID appears most suited to
applications where:

1. Developing data recorder specifications for new applications requires gathering field data to assess
which parameters are needed, and at what frequency, precision, and overwrite-interval.

2. Running wires throughout the vehicle or connecting to existing sensors or electrical systems is time-
consuming, unsafe, or not allowed, but field data must be collected. An example is adding new
sensors during a vehicle test program. Using a small autonomous datalogger with its own sensors
and batteries could reduce vehicle down-time. This may significantly speed up the test schedule.

3. A backup data collection system is desirable in some operational vehicles that already have data
recorders. One case is collecting data after failure of primary vehicle power. A small low-powered
battery-powered system could supplement the primary data recorder with pressure, temperature,
acceleration, and other data. A related issue is that a recorder that can process data onboard to
provide useful short and long-term summaries for maintenance (eg, fatigue life indicators; changes
in resonant frequencies, etc.) may supplement existing mandated data recorders.
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DESIGN PHILOSOPHY

Our hardware design philosophy was to include all features we need for an initial list of applications, plus
as many other features useful to related applications as we could accommodate without driving the system
size, cost, or power requirements. Since “one-size fits all” solutions often fit nothing well, we designed

the board for easy expansion via stacking boards, rather than trying to fit everything interesting on the
board itself. The board can be assembled with all or a subset of its nominal sensor suite.

The board uses commercial off the shelf parts and is assembled using standard techniques. It includes
board-wide latchup detection and protection. This is not needed for terrestrial applications, but may be
useful in high-altitude aircraft. To improve reliability in high-vibration environments, electrical interfaces
to other boards or devices use short ribbon cables that are soldered in place, instead of connectors. In
cases where connectors are needed, they can be installed on ribbon cables or stacking interface boards.

Most components are surface-mount type, for reduced board size, higher reliability, and greater thermal
robustness. (Surface-mount assembly puts the chips and board through a thermal torture-test much worse
than it will generally see in service, except in a vehicle fire.) But the oscillator crystals use through-hole
cylindrical packages and compliant potting, for better shock and vibration tolerance than available with
existing surface-mount crystals. The board should handle shocks and accelerations >1000 gees. Vibration
limits will vary with resonances in the supports but should be quite high. Components larger than 0805
(0.080"x0.050") are leaded, to increase robustness against board flexing and thermal cycling. For good
heatsinking even at high altitudes or in a vacuum, heat-dissipating chips like the regulators are near corner
mounting holes, and internal copper layers are used as “thermal ground planes” in those areas.

SID is designed around a highly integrated Hitachi SH7045F 32-bit RISC microcontroller. Hitachi SH
microcontrollers are used as embedded controllers in numerous applications ranging from digital cameras
to heavy off-road trucks. The SH7045F includes 256 Kbytes of non-volatile “flash” program memory, 4
Kbytes of SRAM, an 8-channel 10-bit A/D converter, and a variety of other intelligent peripherals. The
board has another 1Mbyte of SRAM and 8 Mbytes of serial flash memory for data storage. An 11-wire
programming interface allows users to make in-circuit upgrades of the software in the flash program
memory. Stacking expansion boards can add up to 4 Gbytes of additional flash memory if needed.

SID is 10x55x85 mm and weighs <50 grams without batteries or external packaging. This is light enough
that in some cases, SID might be installed by being taped into place, using a tape like 3M VHB foam
tape. SID consumes ~70 mA at 5.5V to 10V when running at 7MHz, with all sensors on. This allows a
standard 46-gram 9V alkaline “transistor battery” to power the board for 6-8 hours of “on time.” Hitachi
specifies the CPU only over the 2200 75C temperature range, but prototype boards have worked
properly even at —8C, and we are using it at less than half its rated maximum speed.

SID has 3 independent alarm clocks. They allow SID to turn itself on and off on an arbitrary schedule, to
see if the host vehicle is in use. This can greatly extend main battery life in low-duty-cycle vehicles such
as general aviation aircraft. SID can turn on, initialize, and check its sensors within 20 ms, so even
frequent status checks can be compatible with long battery life. SID can also can be awakened by an
external active-low signal or by battery installation, and SID can determine what triggered its wakeup.

Perhaps SID’s most unusual feature is its two independent 512-byte blocks of dual-port battery-backed
SRAM that can be powered, addressed, and accessed (read or write) by an external “1-wire” network

even when SID is off. Each board also has 2 independent 1-wire network controllers. As a result, one

board can read, write, and pass 512-byte messages between a large number of other boards on each of two
networks, whether those boards are on or off at the time. We call this network concept “DreamNet.”
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ON-BOARD SENSORS

The on-board sensors measure temperature, ambient pressure, 3-axis acceleration, and 2-axis angular
rates. (The board is scarred for tifer8te axis, but the chip is not yet available, so we provide

connections for an off-board sensor.) The acceleration sensors are typically used in automobile airbag
controllers, and the angular rate sensors are used for image stabilization in video cameras. Their drift is
far too large to use for guidance (~1deg/sec after correction for temperature effects), but adequate for
detection of turns, skids, and vehicle roll. The onboard sensor characteristics are listed below in Table 1.
Analog sensor outputs are digitized by the SH7045F with 10-bit resolution, typically at 100 Hz. The
digitized data can be scaled, offset, and compensated for thermal effects, using calibration data specific to
each sensor on each board.

On-board Sensor Range Comments

Digital Temperature Sensor -55 to 25| Allows compensation for temperature-induced sensor efrors.
Ambient Pressure Sensor 0-15 psia | Portless sensor (ie, senses air pressure where board ig)

X and Y axis accelerometer | _ +50 g Software can also select a +5 g range in real time

Z axis digital accelerometer | _ +50 g Sensors also available in other ranges (+3.tD+g)

X and Y axis rate gyro _+180 deg/s Large thermal drift, mostly correctable.

Z axis rate gyro TBD Now off-board; may be available on board by end of 1999

Table 1: On board sensors

INTERFACES TO OFF-BOARD SENSORS

Besides the above on-board sensors, SID provides interfaces for various off-board sensors. The most
interesting one for vehicle data recorder applications may be a “frame-grabbing” imaging interface to a
new CMOS imaging chip from Photobit. This interface allows SID to “grab” up to 5 video-quality frames

at rates up to 30 Hz. After that, SRAM will be nearly full and images must be overwritten, compressed,
and/or saved to flash memory. One way to use this imaging interface is to continuously grab images at ~2
per second, and save the 5 most recent images (and some later ones) if a crash occurs.

External Sensor Number| Range Comments

Thermocouples or photodiodes 16 Variable | Set scaling resistor and software for type
used.

Digital temperature sensors 64 -55 t0A25 | 2 sets of up to 32 “party-line-wired” sensors.

Event-detectors 4 N/A Uses 4 photopairs to detect door status, etg.

CMOS imaging camera 1 Variable | Photobit PB159 CMOS 384x512 imaging chip.

Z axis rate gyro 1 _+180 deg/secSensor must be mounted normal to board.

Table 2: Interfaces to off-board sensors

OTHER EXTERNAL INTERFACES

Besides the on-board sensors and interfaces to off-board sensors, SID has various uncommitted resources
that may be useful in various applications. They are listed below. All are brought out to ribbon-cable
interfaces around the edge of the board. Some are arranged to ease specific applications. For example, the
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ribbon cable interfaces for two of the serial ports also have unregulated power-switches associated with
them, so SID can switch on other serial-interface devices such as telemetry transmitters or GPS receivers.

External Interface Number| Comments

Bi-directional 0-5V serial ports 4 | Muxed; up to 230 kb/s asynch or 860 kb/s synch, if f=7MHZ
Interrupts 8 Active low inputs, with 4.7K pullup resistors to 5V

0 to 5V analog input lines 4 | 10-bit A/D; can each be read at up to ~10 kHz or muxed 8 ways
Timer 1/O pins 8 Event-timing; pattern generating, etc.

Other 1/O port pins 8 Can be written to or read under DMA control if desired

Other available pins 24 | Two 8-bit VHC output latches plus 8 other misc. I/O functions
40V, 1A power switches 6 | Power supply is separate but ground is common with board
Other lower-power switches 8 | To switch power to expansion boards, DreamNet networks, etc.

Table 3: Other external interfaces

EXPANSION BOARDS

SID allows easy expansion using stacking boards connected by short 10-wire ribbon cables, with
mechanical support and heatsinking at the corners. A 55x55x4 mm add-on memory board can add 256
Mbytes of flash memory to the 8 Mbytes on SID itself, and up to 16 such boards can be used if necessary.
The 4 unused analog lines can be expanded to 32 muxed channels (with signal conditioning)lan a si
board, and an imaging mux board allows the board to select and grab frames from any of 8 cameras. The
flash and imaging boards should not add much to average power consumption, because they can operate
in standby mode most of the time. But they will increase peak consumption, requiring some attention to
battery impedance. (This can be a serious constraint at low temperature, especially near the end of battery
life.) Other special-purpose expansion boards can be designed as needed, to use various combinations of
the uncommitted resources listed in Table 3. For example, the 0-5V serial ports camdreed to

RS232 or RS422; IR or CAN interfaces can be added; and suitable connectors can be added as needed.
One other interesting expansion option is a solar cell array. A 55x85 mm array of cells in full direct
sunlight can provide roughly enough power to run SID. If connected to rechargeable batteries and
mounted under an untinted windshield, such an array may provide enough power for some modest-duty-
cycle applications like general-aviation aircraft.

Board Comments

32 channel analog expansion | Uses 4 free A/D channels + 4 octal muxes + signal conditioning

Flash memory expansion Up to 16 boards can be added, each with sixteen 16Megabyte chips.
Imaging multiplexer This allows SID to select and grab frames from any of 8 cameras.
Solar cell array 55x85 mm array may be enough to recharge batteries in some cases.

Table 4: Typical expansion boards
PROGRAMMING

Early in our development effort we realized that in many low-volume applications, programming will be
the dominant life-cycle cost. So we focused on making the board reflect the structure and capabilities of
the CPU, to minimize the need for customizing or extending the software development tools made for the
SH CPU itself. The SH family was designed for efficient execution of C code. Hitachi, GNU, and Green
Hills provide C and C++ compilers. Stenkil Engineering’'s “MakeApp” program is useful for configuring

the many intelligent peripherals on the SH7045F. Much of the code development and testing can be done
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on Hitachi's SH7045EDK Evaluation/Development Kit. That kit includes an interface board and software
that allow any PC to reprogram the SH7045F's flash program memory through a serial port. SID uses the
same interface board and software for in-circuit program updates, with a special adapter cable. If desired,
we can develop application-specific programs for users or assist them in their programming efforts.

CURRENT STATUS

We have built and tested prototypes of the 3 major parts of the board (the sensor section, the digital core,
and the power management section). We have laid out 90% of the components and traces for the final
board, and expect to have the layout completed and printed circuit boards fabricated before the end of
April. Assembled prototypes should be available in May, along with simple programs now being
developed on the SH7045EDK. Price for one board with a sample datalogging program will be ~$3K.

CONCLUSIONS

Many applications exist that can benefit from small autonomous data recorders. This new data recorder
provides a combination of on board sensors and external interfaces that make it suitable for use in a wide
variety of applications, particularly development-intensive applications like early field testing.
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INTRODUCTION

In 1997, the National Transportation Safety Board (NTSB) made three particular

recommendations that are helping to build an “Automatic Lifesaving System for a Safer

America”. The NTSB is to be commended for its recommendations on crash recorders (H-97-18

and H-97-21), for holding this Symposium, and for its recommendation (H-96-13) to increase

funding for motor vehicle safety efforts at the State level.

To the National Highway Traffic Safety Administration (NHTSA):

« H-97-18 “Develop and implement, in conjunction with the domestic and international
automobile manufacturers, a plan to gather better information on crash pulses and other
crash parameters in actual crashes, utilizing current or augmented crash sensing and
recording devices.” [1]

To the Domestic and International Automobile Manufacturers:

« H-97-21  “Develop and implement, in conjunction with the National Highway Traffic
Safety Administration, a plan to gather better information on crash pulses and other crash
parameters in actual crashes, utilizing current or augmented crash sensing and recording
devices.” [2]

To the Governors and Legislative Leaders of the 50 States and U.S. Territories, and to the mayor

and Chairman of the Council of the District of Columbia:

* H-96-13 “Emphasize the importance of transporting children in the back seat of passenger
vehicles through educational materials disseminated by the State. Consider setting aside
one-tenth of 1 percent from all motor vehicle insurance premiums for paoligiesn to
establish a highway safety fund to be used forahdother safety effortgUrgent)” [3]

The first two are on the NTSB’s list of “Most Wanted Transportation Safety Improvements.”

The third recommendation, when fully implemented will generate about $100 million per year

for State highway safety efforts. These funds can be used to organize a nationally compatible

Automatic Lifesaving System in each State.

This paper addresses the building of a national Automatic Life-Saving System based on these

pioneering NTSB recommendations to realize the full potential of new technologies as soon as

possible. The work described herein is the result of efforts of a multidisciplinary team of trauma
surgeons, emergency physicians, crashworthiness engineers and statisticians. The team
examined the safety potential of communicating crash recorder data via wireless
telecommunications with Automatic Crash Notification (ACN) technology to improve

emergency transport and treatment of crash victims.
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The research team develoggdBGENCY software for automatic and instant conversion of crash
recorder data into a crash severity rating that calculates the probability of the presence of serious
injuries in any given crashJRGENCY software version 1.0, now in the public domain, can
improve triage, transport, and treatment decision-making for highway crash victims.

FINDINGS: The Problem

By the year 2005, the U.S. Department of Transportation projects that the annual number of
crash deaths will rise to 51,000 people killed per year — despite its current safety programs [4].
Historically in motor vehicle crashes, more than 3 million Americans have been killed, and 300
million injured. That is more than 3 times the number of Americans killed, and 200 times the
number wounded in all wars since 1776.

Currently about 42,000 Americans die from crash injuries each year. Nearly 20,000 people die
each year before receiving hospital care. Many of the remaining 22,000 people die after
reaching hospital too late to be saved. That represents the mortality part of the problem. The
morbidity part of the problem involves an estimated 250,000 Americans suffering seriously life-
threatening injuries in crashes each year [5,6,7].

The economic costs of crash injuries incurred each year amount to an estimated $100 billion in
current dollars. Including compensation values for intangibles such as pain & suffering, the
comprehensive costs of crash injuries incurred each year amount to about $350 billion [7]. The
human costs to individuals and families of the deaths, injuries, and disabilities incurred in
crashes, each year, are unmeasured tragic losses.

Each year, on the 4 million miles of roads in the U.S., 5 million Americans are injured in 17
million crashes involving 27 million vehicles. Among those 27 million crash-involved vehicles,
approximately 250,000 Americans suffer seriously life-threatening injuries -- at unpredictable
times and places [7]. Thus, the focus of this research was “How to identify, rapidly and
automatically, those vehicles in which the 250,000 people are seriously injured and need time-
critical emergency care?”

Currently, of the 42,000 crash deaths each year, nearly 20,000 victims die at the scene. At the
scene, about 13,500 people die from injuries in rural crashes and about 6,500 in urban crashes.
Of the 22,000 crash deaths that are taken to hospital, many die because they arrive too late to be
saved. Thousands of crash deaths occur each year in which the vichat didive at a hospital

— much less at a trauma center -- within the “Golden Hour.”
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The Safety Improvement Solution: Time, Technology, and Urgency Information
Time Available to Prevent Deaths and Disabilities:
Emergency medical care experience has shown that for many serious injuries, time is
critical. As described by RD Stewart:

“Trauma is a time-dependent disease. ‘The Golden Hour’ of trauma care is a concept

that emphasizes this time dependency. That is in polytratypiag]ly serious crash

victims suffer multiple injuriggatients, the first hour of care is crucial, and the patient

must come under restorative care during that first hour.... Pre-hospital immediate care

seeks to apply supportive measures, and it must do so quickly, within what has been

called the ‘Golden Ten Minutes.” [8]
The goal in trauma care is to get seriously injured patients to a trauma center for diagnosis,
critical care and surgical treatment within the “Golden Hour” [8, 9,10,11]. To get the seriously
injured patient into the operating room of a trauma center with an experienced team of
appropriately specialized trauma surgeons within the “Golden Hour” requires a highly efficient
and effective trauma care system.
The time/life race of the “Golden Hour” to deliver patients to definitive care consists of the
following elements:
(1) Time between crash occurrence and EMS Notification,
(2) Travel time to the crash scene by EMS,
(3) On-scene EMS rescue time,
(4) Transport time to a hospital or trauma center,
(5) Emergency Department resuscitation time.
Now, increasingly, there are new opportunities in each category to act more rapidly and
effectively to transport patients to definitive care within the “Golden Hour.”
The need and the opportunities are especially important on rural roads where more than 24,000
fatalities occur in crashes each year. Data collected by the National Highway Traffic Safety
Administration (NHTSA) show that only 24 percent of crashes occur on rural roads, but nearly
59 percent of the crash deaths occur on rural roads. “Delay in delivering emergency medical
services is one of the factors contributing to the disproportionately high fatality rate for rural
crash victims.” according to NHTSA [12].
In urban areas there are about 17,000 fatalities each year. In both urban and rural areas, a
substantial number of fatal crashes occur at night or early morning. About 16,000 (43%) fatal
crashes occur each year between the hours of 9:00pm and 9:00am, times when crash discovery,
notification and emergency response are more likely to be slower. Table 1 Istethgetime
intervals experienced in fatal crashes in the U.S. in 1997 [13]. Entry number 5 for the
Emergency Department Resuscitation time interval is not based on data, but is an assumed value
of 15 minutes for the purpose of relating pre-hospital times to the “Golden Hour” for the delivery
of definitive care to save seriously injured patients.
Table 1. Average Elapsed Times in Fatal Crashes in 1997 (Minutes)

Time Intervals Urban % Unknown Rural % Unknown
1. Crash to EMS Notification 4 48 7 35

2. EMS Notification to Scene 6 49 11 34

3. Scene Arrival to Hospital 26 72 36 67

4. Crash to Hospital Arrival 35 72 52 68

5. ED Resuscitation (No Data) 15 100 15 100

Totals 50 67
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Note: Average times consist of shorter and longer times and vary greatly by State.

1. Elapsed Time from Crash to EMS Notification:

More than 10 minutes elapse before EMS is even notified (much less able to deliver pre-hospital
emergency care within the Golden Ten Minutes) in thousands of fatal crashes each year. In
1997, there were 21,809 fatal crashes with both times recorded, or 59% of the total 37,280 fatal
crashes. Among the crashes with recorded times, EMS Notification exceeded 10 minutes in
2,707 (19.4%) of the rural fatal crashes, and in 497 (6.3%) of the urban fatal crashes. Reported
fatal crashes with long elapsed notification times amounted to 3,204. Among the 15,471 fatal
crashes with unreported times, there probably were many more long elapsed EMS Notification
times that would raise the total.

Since 1992, there has been a steady reduction in the nat@mageof both rural and urban

fatal crash notification times -- down about 30%. This improvement has been coincident with,
and apparently significantly caused by, the increasing use of wireless telephones by “Good
Samaritans.” (Note, however, that comparable improvementsoaeen observed in the
subsequent critical time intervals discussed below.[5])

In the future, ACN will reduce many of the longer times dramatically. With AdliNyrash
notification times, not jushveragenotification times, will be reduced to abarie minute

Reductions in ruraveragecrash notification times from 9 minutes to 1 minute after the crash
have been estimated to potentially save 3,000 lives per year [14].

2. Elapsed Time from EMS Notification to EMS Arrival at the Scene:

In the future, ACNURGENCY, crash location information, and navigation equipment on board
rescue vehicles increasingly will be able to shorten this time interval.

3. Elapsed Time from EMS Arrival at Scene to EMS Arrival at Hospital:

In the future, ACN *URGENCY technology will help dispatchers, instantly and automatically,
decide to send extrication equipment in severe crashes, thereby, saving additional precious
minutes in this time interval.

4. Elapsed Pre-hospital Times — Time of Crash to Hospital Arrival:

Nationwide, data (where both times are reported) show that in about 2,300 fatal crashes each
year, this time from crash to hospital (not necessarily Trauma Center) axiva¢ds 60

minutes. The actual number is much greater considering the large number of crashes where
times were unknown.

In the future, ACN #{URGENCY information and navigation technologies will make it possible

to greatly increase the number of people in potentially fatal crashes who get to hospital well
within 60 minutes.

5. Emergency Department Resuscitation Times:

Current medical references allocate minutesto Emergency Department (ED) resuscitation

times for tests, diagnoses, decision making on treatment strategies, and required pre-operating
room procedures before surgical care [11]. Table 1 adds the needed 15 minutes for ED
resuscitation to thaveragereported times [13]. The result is that on rural roads with the

average of 52 minutes that it takes to get a seriously injured patient to a hospital (often not a
trauma center) in the average fatal crash, the “Golden Hour” is lost. Thus, the “Golden Hour” is
exceeded in many thousands of fatal crashes each year. And currently, too many time/life races
are lost.

In the future URGENCY information on injury probabilities that are transmitted ahead to the
hospital at the time of crash probably will include pre-existing medical conditions, blood types,
reactions to medications, etc., that will help reduce time currently lost in this time interval.
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Lost “Golden Hours” and Lost Lives During 1996 and 1997, for example, the reported
averageelapsed time from crash to arrival at a hospital (without time measured for ED
resuscitation) in rural fatal crashes exceeded 60 minutes in eight States. The States in
alphabetical order were: Arizona, Louisiana, Michigan, Montana, Nevada, North Dakota, Texas,
and Wyoming [13].

In 1997, there were 37,280 fatal crashes in the U.S. Data from ‘time of crash’ to ‘time of

hospital arrival’ is available for 11,075 (or only 30%) of these fatal crashes. Among the 11,075
fatal crashes with both times reported, there were 2,336 fatal crashes where the elapsed time to
hospital arrival was reported to have exceeded 60 minutes. Z1%f all fatal crashes with

both times recorded exceeded 60 minutes [13]. If times were reported in all cases, not just cases
with recorded times, the number of all fatal crashes exceeding 60 minutes would be much higher.
Table 2 provides data on the number of fatal crashes reported with time of hospital arrival
exceeding the “Golden Hour” increasing over the period 1993 through 1997.

Table 2. Fatal Crashes

Reported Elapsed Times from Crash to Hospital Arrival

Between 61 - 120 Minutes (Number & Percent Reported)
Elapsed 1993 1993 1994 1994 1995 1995 1996 1996 1997 1997
Times UrbanRural UrbanRural UrbanRural UrbanRural Urba Rural

n

>60min 301 1,817 346 1,934 314 1,897 323 1,995 319 2,017
Reported 7.4% 29.2% 7.7% 30.9% 7.5% 30.8% 7.4% 30% 7.5% 29.6%

New Technologies:

As described iAirMed [15], the technologies are now increasingly available to make dramatic

improvements in public safety through faster and smarter emergency medical care:

* Wireless telecommunications technologies now enable people to make calls for emergency
help without having to search for a land-line telephone, thereby, saving precious minutes
from crash notification times.

* Wireless location technologies and Global Positioning System (GPS) technologies can enable
calls to be instantly located by emergency responders — thereby taking the “search” time out
of “search and rescue”.

» Air bag crash sensor technologies on board vehicles now enable objective and instant
measures of the severity of crashes. These crash severity sensor measurements can be
automatically communicated to EMS providers, via cellular telephone, as a simple numerical
probability of the presence of a serious injury. This will save the time currently lost while
waiting for the first responder to travel to the scene for visual evaluation of the seriousness of
the crash before dispatch of appropriate EMS care such as helicopter rescue.

Automatic Crash Notification (ACN) technologies using crash sensors, GPS, and wireless

telephones are now being installed on production cars. Automobile manufacturers including

GM, Ford, BMW, and Nissan are offering first generation versions of ACN technology (that

report when an air bag deploys) in 1999 model year vehicles in the U.S. The U.S. Department of

Transportation (DOT) currently is installing a more advanced version of ACN technology in

1,000 venhicles in the Buffalo, New York area. This ACN system, built by Calspan, measures

crash forces in all types of crashes (not just air bag deployment crashes) and automatically

transmitsURGENCY injury severity probabilities.
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The DOT contract with the Calspan Corp. of Buffalo, N. Y., is testing this advanced ACN
technology that provides for an automatic, crash-activated, call for help using an on-board
cellular telephone to transmit voice and data. The call electronically communicates information
on the location of the crash and the severity of the crash (for all major crash modes: frontal, side,
rear impacts, and rollover). It also transmits data on vehicle pre-crash speed, direction of travel,
and vehicle identification information including many attributes such as vehicle type. The
equipment is being installed by the Cellular One Company in a fleet of 1,000 vehicles in the
Buffalo area. The Erie County Medical Center is participating in the evaluation of this system.
URGENCY software is in use with the Calspan system currently, and in the future can be used
on all motor vehicles.

Urgency Information:

In March of 1997, for the first time, the research team develdp#EENCY version 1.0

computer software to improve computer-assisted dispatch of rescue resources using crash
recorder data. The goal was to develop a system that instantly, and automatically, identifies the
approximately 250,000 crash vehicles with serious injuries from among the 27 million vehicles
in crashes each year.

The URGENCYtriage algorithm was developed by the team to predict injury severity
probabilities based on vehicle, occupant, and crash parameters. All parameters, for which data
was available, were evaluated in terms of their power to predict the probability of serious injury.
Through an extensive series of logistic regression analyses of national crash data files, the team
related crash forces (measurable in crash severity recorders) to serious injury probabilities.
Probabilities were developed for all major crash modes: frontal, side impacts, rear impacts, and
rollovers — both individually and in combination to cover complex crashes. Injury probabilities
were calculated for vehicle and crash severity parameters of Crash Force (Crash Delta Velocity),
Principal Direction of Crash Force, Rollover (number of quarter turns), Vehicle Weight, and
Safety Belt Use.

Injury probabilities were also developed for the powerfully predictive occupant and crash
parameters of Age, Gender, Entrapment, and Ejection -- data that may be obtained by EMS
dispatchers via hands-off, two-way cellular communications with the vehicle occupants and
bystanders. The Age parameter, for example, predicts that the probability of a serious injury for
a 50-year-old in a crash of a given Delta V is nearly double the probability of serious injury for a
25-year-old [16].

With URGENCY software, upon vehicle impact, crash sensor measurements are instantly, and
automatically, translated into a single figure rating of urgency from 0 to 100% probability of a
serious injury being present in the crash.

Figures 1 and 2show anlJRGENCY bar chart that a dispatcher would see on the computer
screen and a map location of the crash site. For example, Figure 1 sHORGBNCY reading

of 89% probability of the presence of at least one serious injury of AIS 3, or greater, severity. In
this example, this 89%RGENCY rating would be triggered in a side impact crash of 38 mph
Delta V, involving a rollover with a female occupant (age and gender can be programmed into
the vehicle algorithm as the principal driver).

Future versions dDRGENCY will include other sensor data such as pre-crash speed and braking
deceleration, crash pulse, air bag time and level of deployment, seat belt forces, door openings,
presence or absence of fire, and number, size and seating positions of occupants. In addition,
medical records can be used in upgrad®GENCY computations. Medical records also can be
instantly sent electronically to the Emergency Department containing data on blood type, drug
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reactions, current medication, etc., so that this information arrives before the patient arrives, and
further expedites and improves emergency treatment decision-making. [A free copy of
URGENCY Software 1.0 is available on request from HRChampion@aol.com]

To gain the benefits of this exciting and far-reaching capability, continued research is needed to
relate these new variables to injury probabilities. Further development URGENCY

algorithm based on interdisciplinary research is vital. Investigation and documentation of
crashes with recorders needs to be accelerated. The injuries to occupants need to be correlated
with data from the recorders. The cooperation of trauma physicians, crash investigators,
biomedical engineers, trauma care providers, and vehicle safety engineers is essential to the rapid
and accurate development of this breakthrough safety technology.

Taken Where - Trauma Center, Nearest Hospital, or Morgue?

During the past ten years, nearly 400,000 Americans died from crash injuries. Nearly 50 percent
werenot takento a hospital for treatment [5]. In too many cases, especially in rural areas,

people die without having obtained definitive care at a trauma center within the “Golden Hour.”
Definitive care includes thorough, timely, and accurate diagnoses, intensive critical care, and
trauma teams with surgeons specialized in brain injuries, internal organ injuries, and orthopedic
injuries.

Currently, each year, 20,000 people die at the scene. The problem is greater in rural areas.
Although in rural and urban areas the number of crash deaths of people taken to a hospital for
treatment are about equal at 10,500 per year, the numb&kenin rural areas (13,500) is

about twice the number in urban areas (6,500). [Historical data by State are available upon
request from HRC.]

Notification times and response times will improve with ACN BMRIGENCY technologies.

Helicopter and other emergency response vehicles will be able to reach the scene faster using on-
board navigation systems that will use the ACN crash location coordinates. Rescuers also
increasingly will have on-board navigation guidance to the scene via the “fastest route.” And
with instantURGENCY information on the probability of serious crash injury, we will be able to

do a better job saving lives and preventing disabilities by taking people to the right place the first
time, rather than to the wrong place [17, 18].

URGENCY software will enable us to advance beyond current rescue practices — especially
regarding helicopter dispatch. In general, under current practices, when a crash occurs —
however serious it may be — someone in authority (police, fire or EMS) first, must travel over
land to the scene, second make a determination that the seriousness requires a helicopter
response, and third send a radio request for air medical assistance. And if, and when, the request
is granted, only then does the process of helicopter deployment begin. In the future, computer
assisted dispatch protocols will be developed that will expedite this process — with lifesaving
results.

The Benefits

Several projections of benefits estimate that thousands of lives could be saved each year. The
U.S. DOT cites a study projecting that benefits of an ACN system would result in a 12%
reduction in rural crash deaths and save an estimated 3,000 lives each year when all rural crash
notification times are reduced to 1 minute [14]. The Europeans project a 15% increase in
survival rates from in-vehicle “automatic emergency call’ systems [19]. The Japanese aim to cut
in half their current emergency response times [19]. In addition to lives saved, it is reasonable to
expect significant reductions in disabilities and human misery through the faster and more
intelligent delivery of emergency medical care for non-fatal, but serious, injury crashes.
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Perhaps the most significant benefits of ACNRGENCY will result from the data generated

on crashes, injuries, treatments and outcomes. This data will form the scientific basis for
continuous improvements in vehicles, roadways, driver behavior and emergency care. Programs
in crash injury prevention and treatment will have a new scientific resource for advances in the
protection of the motoring public.

The Race To Produce Automatic Lifesaving Systems

Currently in the race to produce a national Automatic Lifesaving System, Japan is ahead of the
U.S. and the rest of the world. Toyota, Nissan, and other auto manufacturers plan a national
ACN program in Japan in cooperation with the National Police Agency, the Fire Defense
Agency, and telecommunications companies. Daimler-Benz also announced plans to start a
similar emergency call service in Japan on September 1, 1998. E Call Japan was set up jointly
by Daimler-Benz, Nippon Telegraph and Telephone Corp., Tokio Marine and Fire Insurance Co.
and others. The auto manufacturers expect that these ACN services will halve the current
average emergency response time of 30 minutes in Japan [19].

In America, a group of physicians, nurses, law enforcement groups, and others have joined with
wireless communications companies to create the ComCARE (Communications for Coordinated
Assistance and Response to Emergencies) Alliance. The ComCARE Alliance supports
legislation to accelerate ACN development and deployment.

Now that basic research has been done, there remains an urgent need for a national program in
America, under medical direction, to involve the nation’s emergency medical infrastructure.
Leadership, time, people, and money are needed to deliver the lifesaving benefits that are now
possible with deployment of these technologies. Systems will have to be improved at all trauma
centers/systems to apply this technology. This will involve systems integration of hardware and
software, development of new protocols, and training to deliver the benefits of improved triage,
transport and treatment to people in need of urgent care.

To create an Automatic Lifesaving System nationwide we need to expand the research,
development, testing and evaluation (RDT&E) program of the 1,000 cars in Erie County, N. Y.
One problem is that this fleet is too small to experience enough serious injury crashes.
Statistically we can expect less than one serious injury crash during the one-year test. This
operational test needs to be expanded to increase both the number of vehicles and the length of
the test period -- and to be conducted at a larger number of trauma centers geographically located
across the nation — at least one in each of the 50 States. The Automatic Lifesaving System must
be nationally compatible so that a motorist from one State can be similarly protected as the car
travels across State lines.

Congress has already funded DOT research on crashes at trauma centers in 9 States (AL, CA,
DC, FL, MD, MI, NJ, NY, and WA). This research needs to be expanded to each of the
remaining States.

Congress authorized $2 million, per year, for the next 6 years to perform research at a new
Calspan research center at the State University of NY at Buffalo. RDT&E programs in each of
the 50 States are needed for trauma care systems to upgrade the necessary emergency medical
infrastructure in each state to deliver the full lifesaving potential of these technologies to the
American people. A proposal of $100 million per year in research may seem costly, but in fact,

it is far more costly tmot conduct such a program. The savings become clear when the proposal
is compared with the more than $150 million in new economic costs ($600 million in
comprehensive costs) incurred by the 115 crash deaths and 500 serious injuries that occur on U.
S. roads every day.This research will lead to the saving of many lives each day. In fact, one-
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percent improvement, i.e., saving just one life each day, will save the nation far more than the
cost of the program.

The U.S. Department of Transportation (DOT) is currently spending less than 0.01 percent of the
$38 billion per year DOT budget on Automatic Crash Notification. Yet motor vehicle crashes
account for more than 90 percent of the nation’s transportation safety problem.

Building A Safer America

To build a safer America, we must create a system by which the emergency medical community
continuously improves its ability to deliver care. ACN technology provides an opportunity and a
mechanism for the continuous improvement of emergency medical care. ACN can generate the
data for quality improvement programs at all levels of prevention and treatment.

With a medically directed national program of research, development, testing and evaluation we
can improve the nation’s emergency medical infrastructure to use these technologies to deliver
definitive care. As we do so, we will create a research mechanism for continuous improvement
of emergency medical care in its broadest sense. The benefits of ACN technology to the public
will be much broader and greater than just improving care for crash victims. For example, when
cars are so equipped, citizens (for themselves or as Good Samaritans) will be able to make
emergency calls for such incidents as heart attacks, strokes, injuries due to falls and other
causes—even crimes.

The ability to make instantaneous wireless calls for emergency help (with automatic location)
has been strongly identified in market research, both by the auto industry and the cellular
industry, as products and services the public is willing to pay for as consumers. One market
research study found that 48% of car buyers said that Automatic Dial 911 Safety equipment is
“important” or “very important” in their purchase decisions [20]. More recently, a Louis Harris
poll for Advocates for Auto and Highway Safety found 68% would like to have such safety
equipment in their car [21].

GM recently offered its ($1,300 MSRP) OnStar equipment free with “installation at no extra
charge on every new Buick” model under the advertisement headline: “You can't put a price tag
on security. So we didn’t.” However, GM does require a one-year pre-paid OnStar subscription
and cellular service. [22]. And GM’s OnStar currently only provides crash notification to a
private OnStar call center, that then calls for public “911” rescue service. And OnStar currently
is limited to only those crashes in which an air bag deploys (primarily frontal crashes, not
rollovers, side, and rear impacts).

The cost of the more advanced ACN safety equipment provided by Calspan that covers all crash
modes, according to Calspan and the government is estimated “at between $200 and $300” [23].
Moreover, the cost of electronics equipment is dropping fast as the technologies and competition
develop and production volume increases.

The public clearly wants, and the technology is now available for, an intelligent transportation
system that delivers help wherever and whenever Americans are in danger—in time to save
lives.

CONCLUSIONS AND RECOMMENDATIONS

The research team concluded that significant improvements in emergency care could be achieved
by using new technologies. The lifesaving and disability-reducing benefits of faster, and more
informed, emergency responses are expected to be substantial. Instant, and automatic,
communications of information on crash occurrence, location, and injury probability via wireless
communications to EMS could save thousands of lives each year [14, 19]. To realize the
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lifesaving and disability reducing benefits of this technology requires a nationally coordinated
program to develop a nationally compatible system of major trauma care for crash victims.
Nationally coordinated multidisciplinary research, development, testing, and evaluation on a
state-by-state basis is needed.

The recommendations of the NTSB already are moving the nation to a safer highway
environment. Further attention by the NTSB is needed to develop and deploy the nation’s
Automatic Lifesaving System as soon as possible to reduce the losses in lives and livelihoods of
thousands each year. As the NTSB considers both the immediate and intermediate-term uses of
crash recorder data for the continuous improvement of safety on U.S. roads, its recommendations
will move the nation closer to becoming a safer America.

Hopefully the NTSB will consider issuing additional recommendations to governmental agencies
at the federal and State levels, as well as to private sector organizations to build the Automatic
Lifesaving System.

* Federal and State agencies, i.e. GSA and State Police Departments, could purchase Calspan-
type crash recorders for their vehicles to begin the R. D. T. & E. process of saving lives and
encouraging deployment of this technology as was done with air bag technology in the
1980’s. In the 1980’s air bag demonstration fleets purchased by GSA and insurance
companies saved the lives of employees and provided market incentives for air bag
technology development. Today, Calspan-type ACN crash recorders can be installed on new
vehicles (or retrofitted on existing fleets) for less than $300 per car. A fleet of 50,000 cars
could cost about $15 million. Such a fleet size is needed to achieve statistically significant
results.

Such a national operational test program could be conducted with University-based Trauma
Centers doing crash injury investigation work in each of the 50 States. This could be part of
an expanded NHTSA Crash Injury Research and Engineering Network (CIREN) currently in
operation at 7 Trauma Centers. The results of crash investigations in each State will provide
valuable information to the various agencies of State and local governments on how to
improve both the technology and the safety systems in their State.

Indeed, the NTSB could be connected to the existing CIREN centers, and ultimately to an
expanded 50-State CIREN, so that it can electronically obtain all cases as they are entered
into the CIREN system. This would give NTSB an expanded real-time data collection tool in
serious injury highway crashes. Thus, the NTSB could economically become more
scientifically involved in medical and engineering investigations of a larger number of
serious injury motor vehicle crashes each year. Such an increase would result in a level of
NTSB involvement more commensurate with the magnitude of the safety problems posed to
the nation by motor vehicle crashes than is possible with current NTSB resources.

» Governors need to direct the resources of their State highway and police departments, State
University Medical Centers, Trauma Centers, EMS, and highway safety offices to develop
the wireless safety communications and the emergency transport and treatment
infrastructures into statewide systems that are nationally compatible. The Federal
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government has an important role to fulfill in improving emergency transportation in all
modes, especially helicopter rescue, when so many avoidable tragedies are time-critical.
This role includes coordinating nationally compatible emergency communications standards
and crash recorder data standards.

* Until such time that all vehicles are equipped with ACNRGENCY systems integrated
into a national Automatic Lifesaving System, we need to do a better job of locating crashes
as soon as possible using existing wireless location technology. The FCC has ruled that
wireless 911 calls shall have location information imbedded in the calls by the year 2001.
Unfortunately, and fatally for many Americans, that rule is not being implemented on
schedule. The wireless industry currently transmits nearly 100,000 emergency 911 calls each
day — without location information imbedded in the call [24]. This is creating a major
problem for emergency responders who don’'t know where the caller is located. Leadership
is needed to move the nation to rapidly apply existing wireless location technologies. We
must do better building the wireless infrastructure for the existing 70 million wireless phone
users. They often could be helped with embedded location signals when they are endangered
on our roads. They also could be more effective in their efforts as “Good Samaritans” to
save their fellow Americans.

» Crash recorder data could be used in a national program for continuous improvements in the
prevention and treatment of crash injuries. The systematic capture and organization of crash
recorder data will enable citizens, governments (at all levels) and the auto, insurance, and
health care industries to contribute to the building of a safer America on a solid scientific
foundation of objective data. The technological availability of crash recorder data now
provides the nation with the opportunity to improve upon the triage guidelines currently in
use worldwide based upon work done a decade ago [25]. For one example of additional
benefits with systematized crash recorder data, state highway departments could obtain a
wealth of information, including location, on all serious injury crashes for continuous system
improvements.

* As recommended recently by the National Academy of Sciences, in its Report Reducing the
Burden of Injury, the need is clear for a federal re-commitment to Trauma Center/System
Development in each of the 50 States to save people suffering from serious, time-critical,
injuries. Whether the time-critical injuries are the result of crashes or other causes, the
timely delivery of emergency care will help save lives and livelihoods. In addition, an
advanced trauma care system will also result in saving the lives of people suffering from
time-critical illnesses such as strokes and heart attacks and needing rapid and safe emergency
medical transport and care [26].

Time is of the essence. But, it's not just a matter of time before we all have the safety benefits of
these new technologies. It's also a matter of societal urgency that will determine how many
avoidable tragedies the nation must experience before the Automatic Lifesaving System is saving
lives. Building a safer America is a matter of time, money, public policy, political leadership and
most importantly — peoples lives — both those lost and those saved.

Note: Table 3 provides a ranking of the States by 1997 crash fatality rates per 100,000
population.
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Table 3:

1997 Crash Deaths & Death Rates per 100,000
by State & Rank

Population

State 1997 Deaths Death Rate U.S. Rank

MS 861 31.5 51
MT 265 30.1 50
wy 137 28.5 49
NM 484 28.0 48
AL 1,189 27.5 47
AR 660 26.2 46
OK 838 25.3 45
SC 903 24.0 44
TN 1,223 22.8 43
MO 1,192 22.1 42
KY 857 21.9 41
ID 259 21.4 40
GA 1,577 21.1 39
LA 913 21.0 38
AZ 951 20.9 37
wv 379 20.9 36
NV 347 20.7 35
SD 148 20.1 34
NC 1,483 20.0 33
DE 143 19.5 32
FL 2,782 19.0 31
KS 481 18.5 30
NE 302 18.2 29
TX 3,510 18.1 28
uT 366 17.8 27
1A 468 16.4 26
ND 105 16.4 25
VT 96 16.3 24
OR 523 16.1 23
IN 935 15.9 22
CcO 613 15.7 21
ME 192 15.5 20
Ml 1,446 14.8 19
VA 984 14.6 18
Wi 725 14.0 17
PA 1,557 13.0 16
OH 1,441 12.9 15
MN 600 12.8 14
AK 77 12.6 13
WA 676 12.0 12
MD 608 11.9 11
IL 1,395 11.7 10
CA 3,688 11.4 9
DC 60 11.3 8
HI 131 11.0 7
NH 125 10.7 6
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CT 338 10.3 5

NJ 774 9.6 4

NY 1,643 9.1 3

RI 75 7.6 2

MA 442 7.2 1

1997 U.S. | Total: 41967 US Avg 15.7
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INTRODUCTION

The National Transportation Safety Board has recommended that automobile manufacturers and the
National Highway Traffic Safety Administration work cooperatively to gather information on automotive
crashes using on-board collision sensing and recording devices. Since 1974, General Motors' (GM)
airbag equipped production vehicles have recorded airbag status and crash severity data for impacts that
caused a deployment. Many of these systems also recorded data during “near-deployment” events, i.e.,
impacts that are not severe enough to deploy the airbag(s). GM design engineers have used this
information to improve the performance of airbag sensing systems and NHTSA researchers have used it
to help understand the field performance of alternative airbag system designs. Beginning with the 1999
model year, the capability to record pre-crash vehicle speed, engine RRNg position, and brake

switch on/off status has been added to some GM vehicles. This paper discusses the evolution and
contents of the current GM event data recording capability, how other researchers working to develop a
safer highway transportation system might acquire and utilize the information, and the status of the
NHTSA Motor Vehicle Safety Research Advisory Committee’s Event Data Recorder Working Group
effort to develop a uniform approach to recording such data.

EVOLUTION OF GM EVENT DATA RECORDING

GM introduced the first regular production driver/passenger airbag systems as an option in selected 1974
production vehicles. They incorporated electromechanical g-level sensors, a diagnostic circuit that
continually monitored the readiness of the airbag control circuits, and an instrument panel Readiness and
Warning lamp that illuminated if a malfunction was detected. The data recording feature utilized fuses to
indicate when a deployment command was given and stored the approximate time the vehicle had been
operated with the warning lamp illuminated. In 1990, a more complex Diagnostic and Energy Reserve
Module (DERM) was introduced with the added capability to record closure times for both the arming

and discriminating sensors as well as any fault codes present at the time of deployment.

In 1992, GM installed sophisticated crash-data recorders on 70 Indy race cars. While impractical for high
volume production, these recorders provided new information on human body tolerance to impact that
can help improve both passenger vehicle occupant and race car driver safety. As an example, the data
demonstrated that well restrained healthy, male race car drivers survive impacts involving a velocity
change of more than 60 mph and producing more than 100 g's of vehicle deceleration. Such information
will be helpful to biomechanics experts refining their understanding of human injury potential.

Changes in race car design have also been made using data obtained from the on-board recording
capability. Specifically, it was observed that a substantial deceleration pulse occurred when the vehicle’'s
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differential “bottomed out” during rear impact crash&nowing this, a simple, light weight impact
attenuator was designed that, in combination with improved head padding, is believed to have
substantially reduced the number of serious driver injuries during the 1998 racing season.

For the 1994 model year, the multiple electromechanical switches previously used for crash sensing were
replaced by the combination of a single solid state analog accelerometer and a computer algorithm
integrated in a Sensing & Diagnostic Module (SDM). The SDM also computed and stored the change in
longitudinal vehicle velocityAV) during the impact to provide an estimate of crash severity. This feature
allowed GM engineers to obtain restraint system performance data when a vehicle was involved in a
deployment event or experienced an impact related change in longitudinal velocity but did not command
deployment (i.e. a near-deployment event). The SDM also added the capability to record the status of the
driver’s belt switch (buckled or unbuckled) for deployment and near-deployment events.

Certain 1999 model year GM vehicles have the added capability to record vehicle systems status data for
a few seconds prior to an impact. Vehicle speed, engine RPM, throttle position, and brake switch on/off
status are recorded for the five seconds preceding a deployment or near-deployment event. Almost all
GM vehicles will add that capability over the next few years.

Table 1 contains an abbreviated summary of the data recording capability provided with various GM
production airbag systems.

Parameter 1990 1994 1999
DERM SDM SDM

State of Warning Indicator when event occurred (ON/OFF) X X

Length of time the warning lamp was illuminated X X X

Crash-sensing activation times or sensing criteria met X K K

Time from vehicle impact to deployment X X X

Diagnostic Trouble Codes present at the time of the event X X X

Ignition cycle count at event time X X X

MaximumAV for near-deployment event

AV vs. time for frontal airbag deployment event

X|[X] X

Time from vehicle impact to time of maximuiv

State of driver’s seat belt switch X X

Time between near-deploy and deploy event (if within 5 secongs) X X

Passenger's airbag enabled or disabled state K

Engine speed (5 sec before impact)

Vehicle speed (5 sec before impact)

Brake status (5 sec before impact)

X[ x|

Throttle position (5 sec before impact)

Table 1: Data Stored by Selected GM Airbag Systems

Technical Description of the Event Data Recording Process

The crash sensing algorithm used in 1999 model year GM vehicles decides whether to deploy the airbags
based on calibration values stored in the SDM reflecting that vehicle model’s response to a variety of
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impact conditions. This predictive algorithm must make airbag deployment decisions typically within 15-
50 msec (.015-.050 sec) after impact.

The SDM's longitudinal accelerometer is low-pass filtered at approximately 400 Hz. to protect against
aliasing, before being input to the microcontroller (see Figure 1). The typical SDM contains 32k bytes of

ROM for program code, 512 bytes of RAM, and 512 bytes of EEPROM. Evenys&t?the algorithm
samples the accelerometer using an A/D converter (ADC) and when two successive samples exceed about
2 gs of deceleration, the algorithm is activated (algorithm enable).

Simplified Block Diagram for the
1999 GM System

Engine Speed Vehicle Speed Brake ON/OFF Throttle Speed
Sensor Sensor Sensor Sensor
1

Serial data bus Pre-impact data

Sbm Accelerometer

Lowpass Filter

Power —/ — _ T
Ignition Switch Microcomputer Including Data

Recording Feature
ADC, RAM, ROM, EEPROM

Driver Seat Belt Manual Pass.
Sensor Airbag Cutoff Sw.

And Indicator

Figure 1: Simplified Block Diagram for the 1999 System

Because of EEPROM space limitations, the SDM does not record the actual deceleration data. However,
the frequency content of the crash pulse that is of interest to crash reconstructionists typically does not
exceed 60 Hz and the crash pulse can therefore, be well-represented by low frequency velocity change
data AV). The SDM computeAV by integrating the average of four 3fi&ec acceleration samples and
stores them at 10 msec increments in RAM. Figure 2 showStivalues for a representative
moderately-high severity crash at each 10 msec point with a smooth curve drawn through them.
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Figure 2: Post-impact AV vs. time

Several other sensors provide driver seat belt status, vehicle speed, engine RPM, brake on/off status, and
throttle position. The driver seat belt switch signal is typically input into the SDM while the remaining
sensors are monitored by one or more other electronic modules that broadcast their data onto the serial
data bus. If there is an airbag deployment or a near-deployment crash, the last five seconds of data
immediately preceding algorithm enable are stored in EEPROM. All stored data can later be recovered
using a laptop PC equipped with appropriate software and interface hardware.

Figure 3 shows how the pre-impact sensor data would appear when downloaded. To understand this
requires some knowledge of the serial data bus and the SDM's role. First, the serial data bus operates as a
"contention” type of bus. Electronic modules transmit data based on a "send on change" design. For
example, when engine speed changes by at least 32 RPM, the engine microcontroller broadcasts the new
RPM value on the serial bus.

—e— Vehicle Speed (mph)

—— Engine Speed (RPM/100)
—a&— Throttle Pos. (% of WOT)
—»<— Brake ON=100, Brake OFF=0

time in sec.

Figure 3: Pre-impact Vehicle Data vs. Time

Once each second, the SDM takes the most recent sensor data values and stores them in a recirculating
buffer (RAM), one storage location for each parameter for a total of 5 seconds. When the airbag sensing
system algorithm “enables” shortly after impact, buffer refreshing is suspended. Note that algorithm
enable is asynchronous with the transmission of vehicle speed and other data. Hence, the data on the bus
can be skewed in time from the crash by as much as one second.
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The modules that broadcast the sensor data (engine RPM, brake status, etc.) also diagnose the sensors for
faults and indicate the data's validity to the SDM. The bus is also constructed so failures of the serial link
are detected by the SDM. At the time of deployment, the state of the driver's seat belt switch, the manual
cutoff passenger airbag switch (if equipped), warning lamp state, and time to deployment are temporarily
stored in RAM. The critical parameter values used to make the deployment decision are also captured in
RAM.

When 150 msec have elapsed from algorithm enable, the data stored in RAM are transferred to the
EEPROM. It requires about 0.7 sec to permanently record all information. Once a deployment record is
written the data are frozen in EEPROM and cannot be erased, altered, or cleared by service or crash
investigation personnel.

The recording of near-deployment data includes the pre-impact vehicle speed, engine RPM, etc. The
criteria used to determine whether a near-deployment event is stored in EEPROM is based on the
maximumAV observed during the event. If this maximivi is larger than the previously recordéy,

the new near-deployment event is stored along with the corresponding pre-impact data. The near-
deployment record is cleared after 250 ignition cycles. This is equivalent to an average of about 60 days
of driving. Each time the algorithm is enabled and no deployment is commanded, the SDM compares the
maximumAYV previously stored with the maximufyV/ of this new event to decide whether to update the
near-deployment event data.

Data Accuracy, Limitations, and Validation

Event information consists of discrete and variable data. Discrete data includes: brake switch status,
manual passenger airbag cutoff switch position, and the driver seat belt switch status. Variable data
includes: the analog acceleration information from wiA®hs computed, vehicle speed, engine RPM,
and throttle position. Table 2 shows the accuracy and resolution for the variable-type parameters
recorded for the 1999 SDM.

Parameter Full Scale Resolution Accuracy How Measured When Updated
AV + 55.9 mph 0.4 mph ~+10% | integrated recorded every 10
acceleration msec, calculated
every 1.25 msec.
Vehicle 158.4 mph 0.6 mph _+4% | Magnetic pickup vehicle speed
speed changes by > 0.1 mph
Engine 16383 RPM 1/4 RPM _+1RPM | Magnetic pickup RPM changes by
Speed > 32 RPM.
Throttle 100% Wide 04 % +5% Rotary Throttle position
Position open throttle potentiometer changes by
> 5%.

Table 2: Accuracy and Resolution of Data Recorded

There are three main sources of error in estimafing One error comes from the tolerance of the
components in the SDM and the microcontroller. The hardware elements include the accelerometer, the
analog-to-digital converter (ADC), low pass filter, and signal conditioning. The accelerometer and ADC
contribute the largest portion of the total system error. Accelerometer accuracy is about 8% of full scale
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which equates to AV error of + 4.5 mph. ADC error is about 0.25 gs, not including quantization noise.
Over a 150 msec recording period, the ADC contributes a maximum error of + 0.8 mph.

The second\V error is due to integer-based arithmetic and represefiéingsing single data bytes. For
a 56 mph full scale value, 7 bits (plus a sign bit) equates to a precision of 0.438 mph.

The third error source, which applies only to 1999 model vehicles, results from the crash sensing
algorithm continuously applying a 1 g bias acceleration in the opposite direction to that seen in frontal
impacts. This bias prevents inadvertent airbag deployments resultingMvomecumulation when

driving on rough roads and contributes an underestimation error of 3.3 mph at the end of 150 msec. GM
is in the process of updating its software to eliminate this error source. In the meantime, the downloading
tool will utilize software to compensate for the bias.

In the worst case, the total errorAN is 5.7 mph (4.5 + 0.8 + 0.4) for a full scale reading of 56 mph. The
RMS error, assuming independent error sources, is approximately 1.53 mph.

Another less predictable error comes from the potential for losing electrical power during the crash. While
the SDM maintains the defacto industry standard energy reserve for airbag deployment, the reserve is
insufficient to guarantee that all event data will be recorded in every crash. However, if it is not recorded,
the SDM indicates this condition in the data record.

General Motors has historically verified proper SDM operation using component tests and laboratory
simulations. Shock (thruster) tests have been run to verify crash recorder operation in deployment and
near-deployment events. Crash tests have also been run and the event data verified when the vehicle was
propelled by a tow system. Additionally, a crash test was conducted with the engine running at partial
throttle before impact with a fixed barrier to further verify the pre-impact data recording capability. All

data recorded prior to and during this crash were within defined error limits.

GM and the NHTSA have also cooperated in comparing event data and laboratory instrumentation for
crashes conducted by NHTSA contractors for regulatory compliance and consumer information purposes.
To date, the results have been satisfactory and will not be further discussed in this paper since the work is
incomplete. Information from actual field events covering a variety of impact types are expected to
confirm proper operation of the recording feature and offer insights about improvements that could aid
crash investigators.

Uses of Event Data Recorder Information

Table 3 lists categories of uses for the data that can be obtained from an on-board data recording
capability. Some of the major benefits relate to improving vehicle and roadway design so the following
comments will focus on those objectives. Note, however, there are less direct but non-negligible benefits
that can also be achieved over time.
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Category Potential Examples
Improve Vehicle Design/Highway Infrastructure vehicle systems
airbag sensing system deployment criteria
highway systems
roadside safety feature design standards
Provide a Basis for Regulatory & Consumer offset frontal impact severity
Information Initiatives average/extreme vehicle deceleration pulsgs
Provide Objective Data for Crash Reconstructign __ alleged defects & litigation
unintended vehicle acceleration
crash & airbag deployment sequence
pre-crash driver braking/steering
belt use
vehicle speed

Develop an Objective Driver Behavior Databas

1)

Table 3: Categories of Uses for Event Data

Several examples of the general categories are now described.

1. Improving Airbag Sensing Systems

With some of the early airbag systems incorporating solid state accelerometers, rare instances of
inadvertent deployments were reported for a particular vehicle type. Inspections revealed little or no
vehicle damage other than what was judged to be normal wear and tear and the unanticipated
deployments were not strongly correlated with seasonal weather patterns, geographic location, vehicle
trim level, reported speed, or mileage. There was, however, a weak correlation with driving on gravel
roads. Downloading the event data from a sample of the inadvertent deployment vehicles showed no
fault codes present and that the SDM algorithm had commanded the airbags to deploy.

A typical vehicleAV vs. time history for a deployment event was illustrated in Figure 2. The tyyical
increases smoothly until it levels off at approximately 70-120 msec and is usually at least 12 mph in
magnitude. This confirms the design goal of deploying the airbags only if the change in longitudinal
vehicle velocity is expected to exceed that observed in 9-14 mph fixed barrier impacts.

However, the history recorded for the inadvertent deployments was typically a short duration event (20
msec or less) with a total velocity change of less than 7 mph. This variation from the typical deployment
event history suggested an unusual sensor deceleration environment. After extensive laboratory test and
computer simulation work, the environment was found to be similar to that produced by small rocks or
debris striking the underside of the vehicle with high impulsive energy. Ultimately a sensor calibration
change was made to desensitize the SDM's response to these relatively rare events.

2. Improving Roadway Design

The Federal Highway Administration (FHWA) and the Transportation Research Board (TRB) through its
Cooperative Research Programs with the states, are responsible for establishing most highway design
standards. This work includes roadway design per se (e.g., side slopes, ditches, etc.) as well as the safety
devices located along the roadside (e.g., guardrails, crash cushions, light poles, breakaway signs, etc.).
To develop appropriate design tests and standards these groups need objective data about crashes that
occur on the nation's highways. Typically local, state, and national databases are used that may not
contain objective data about pre-crash vehicle speed, brake use, crash severity, etc. However, such data
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would be easily available if crash investigators could routinely download the event data as a normal part
of their work.

3. Developing Meaningful Motor Vehicle Regulations

Recorded event data information can also help the NHTSA meet its responsibility for researching and
issuing appropriate motor vehicle regulations in many ways. Not only will pre-crash data be useful for
the Agency's crash avoidance research work, but the objective data recorded during a crash will be a
major improvement for crashworthiness related activities.

We can consider the benefits on-board data recorders can provide using the Haddon matrix which divides
the crash into three segments and looks at the human, vehicle, and environmental considerations of each.
Table 4 shows the type of data that can be collected from a crash without on-board data recording. These
data are primarily limited to post-crash observations.

Human Vehicle Environment
Pre-Crash Skid marks
Crash CalculatedAV
Post-Crash Injury Collision damage Environment after
collision

Table 4: Haddon Matrix Without Event Data Recording Capability

Table 5 shows the same matrix, this time populated with data which could be collected from vehicles
equipped with enhanced on-board data recording capability. Here, there are numerous data from the pre-
crash and crash portions of the event.

Human Vehicle Environment

Belt Use Speed Conditions during Crash
Pre-Crash Steering ABS

Braking Other Controls

Crash Pulse
Crash Airbag Data Measured\V Location
Pre Tensioners Yaw
Airbag Activation Time
Post-Crash ACN ACN ACN
(Automatic Collision
Notification)

Table 5: Haddon Matrix With Enhanced Event Data Recording Capability

Technology allowing vehicle safety researchers to collect objective data on crashes would open the door
to a new generation of understanding. The opportunities are immense since about 18,000 tow-away
crashes occur each day.
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Currently the primary metric used to represent crash sevefity. iNHTSA can use the output from on-
board data recorders to supplementAiecrash severity estimate currently derived from post-crash
vehicle inspections. NHTSA-sponsored National Automotive Sampling System (NASS), Special Crash
Investigations (SCI), and Crash Injury Research and Engineering Network (CIREN) teams attempt to
make such estimates for all crashes investigated. About 38 percent of the cagdsinforenation

reported - typically for each vehicle when more than one vehicle is involved and for each impact in a
multiple impact scenario.

However, the WINSMASH computer algorithm currently used to estifidteelies primarily on

stiffness parameters derived from short duration 35 MPH rigid barrier impact tests. Longer duration real
world crashes and less idealized crashes involving yielding fixed and narrow objects, underrides, or
multiple impacts are beyond the capabilities of WINSMASH. On-board data recorders can provide crash
severity data for most real world crashes (and confirm WINSMASH results for crashes against unyielding
flat barriers) by directly measurirdxy.

Figure 4 shows a field crash in NHTSA crash files involving a 1998 Chevrolet Malibu that struck a
heavy, parked truck in a severe bumper underride impact. Such crashes typically generate long crash
pulses. WINSMASH estimated/ of 23 mph, while the investigator noted tAi¥ estimate appeared

to be low. The data from the on-board recorder indicat®d af approximately 50 mph.

Figure 4: Chevrolet Malibu

Table 6 lists nine real world Special Crash Investigation cases involving GM vehicles with on-board
recording capability. In four cases (44%), the on-board crash recording capability provided the primary
or only source foAV information. In the remaining five cases, thé measurements and the

WINSMASH estimates differed. These differences may be due to constraints in the WINSMASH
program. Thus on-board data recording capability can greatly enhance the quantity and quality of the
crash severity data stored in government files.
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#| Model Year/Make/Model | Driver Belted AV(MPH) Comments
Field EDR | SMASH | EDR

1| 1998 Chevrolet Malibu Yes No 23 50, Final seat belt determination was "not
belted.” Severe underride.

2| 1995 Saturn SL No No 13 16| Very minor damage

3| 1996 Geo Metro Yes* Yes 19 26| *Physical evidence indicated shoulder
portion of the belt under the driver's afm

4| 1995 Saturn No No NR 11| Driver stated belt used, no physical
evidence

5| 1996 Oldsmobile 98 Yes Yes NR 17  Underride - visual of 14-18 mph

6| 1995 Chevrolet Lumina No No 12 24 Underride, 24 mph @ 150 msec

7| 1995 Geo Metro Yes Yes 14 9| The report writer specified the SDM/
data as more representative of this crgsh

8| 1995 Geo Metro No No NR 11| Undercarriage impact. Visual estimfite
of 9-14 mph

9| 1998 Pont. Grand Prix Yes Yeq NR 2 Inadvertent deployment

NR = No Results

Table 6: Special Crash Investigations Involving GM Event Data Recorder

Belt use data from on-board recorders will also enhance the NHTSA restraint use information files. The
SCI, NASS, and CIREN restraint use data are determined from physical evidence that is not always
definitive. On-board recorder data will be used as the primary indication of restraint use in cases where
the physical evidence is not present or inconclusive.

On-board recorders will assist government and industry efforts to define appropriate test procedures for
motor vehicle regulations and consumer information purposes. In the future, “electronic testing,” (i.e.,
using a computer to model the crash) is likely to be utilized. Objective crash pulse data will facilitate
cooperative work to define the crash types and severities that should be modeled.

NHTSA has expanded its databases to allow event data to be stored. For the 1999 data collection year,
variables were added to identify if a vehicle is equipped with an on-board recorder and was downloaded
and an open format field was provided for recording the data collected. No universal format for storing
such data has been developed because GM is currently the only manufacturer striving to make the data
and data recovery tools available to researchers. NHTSA plans to equip its NASS, SCI, and CIREN crash
investigation teams with the new GM downloading tools as soon as they are available. Since GM has
been equipping most of its vehicles with some type of on-board recording capability for several years,
NHTSA plans to routinely collect data from these vehicles.

In 1998, NHTSA requested that its Motor Vehicle Safety Research Advisory Committee (MVSRAC)
approve a working group for Event Data Recorders under its Crashworthiness Subcommittee. The
Working Group consists of representatives from the motor vehicle industry, academia, and federal and
state governments. NHTSA’'s MVSRAC Working Group meetings are closed to the public. Their
mission is to collect facts and report them to the parent Subcommittee. The Subcommittee and full
committee meetings are open to the public. The Working Group invites experts to assist in the fact
finding mission and maintains the public file discussed below.
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The technical objectives of the Working Group include: 1) defining functional and performance
requirements for event data recorders, 2) understanding present technology, 3) developing a set of data
definitions, 4) discussing various uses for the data, 5) considering related legal & privacy issues, and 6)
standardization of publicly usable data.

Thus far, the Working Group has held two meetings in Washington, D.C. The meetings were attended by
about 25 working group members and other NHTSA and FHWA interested parties. During these
meetings, manufacturers have presented information on the current status of event recording technology
at their respective companies. Government and other interested safety researchers have presented their
needs for event data. The Working Group has started an effort to list the most desired data for inclusion in
on-board recorders and is currently discussing privacy concerns, data ownership, and other policy and
legal issues.

It is anticipated that the Working Group will continue its activities until the objectives are met. The group
plans on writing a report which will include the fact finding results of the group, which should be
completed by late 2000. The Working Group places its public material in the DOT Docket system. This
information will be available by mid-1999 from the Docket Management System. Access can be gained
on the Internet at: http://dms.dot.gov/ - click on “Search” about half-way down the page - click on
“Docket Search Form” - fill in the docket ID with “5218" - select “NHTSA” for the agency - and “1999"
for the calendar year and press search.

Retrieving Event Data from GM Vehicles

Currently GM uses a proprietary Event Data Retrieval Unit (EDRU) which interfaces with a standard
Tech 1 scan tool to download data through the vehicle diagnostic connector. Data can be viewed on the
Tech 1 or printed from the EDRU'’s printer, and all data is displayed in a hexadecimal format. For
vehicles that have sustained electrical system damage, interface cables are provided for powering the
system and connecting the SDM directly to the EDRU (see Figure 5).
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EDRU KIT INTERCONNECTIONS

Figure 5: GM Event Data Retrieval Unit

To make EDR data available to all interested researchers, GM has selected Vetronix Corporation of Santa
Barbara, California to develop software and interface cables allowing the data to be downloaded to
commonly used laptop computers (see Figure 6). Data useful to such reseaihieedt (Use, pre-

impact data, etc.) will be stored and displayed in a standard format using engineering units while data
requiring expert knowledge to interpret will continue to be stored in hexadecimal format. The new tool

will also allow the user to input other pertinent information (e.g., investigator’'s name) and export the data
to a remote database. Like the current EDRU, interface cables will be provided for vehicles that cannot
be powered up after a crash. These kits are expected to be commercially available during the summer of
1999 with the initial units going to GM and NHTSA crash investigators.
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Figure 6: Vetronix Event Data Recovery System

Conclusions

» On-board vehicle recorders have the potential to greatly improve highway safety by providing
regulators, vehicle manufacturers, and other researchers with objective data on vehicle crashes and
pre-crash scenarios.

» Well-coordinated efforts by all parties sharing highway safety responsibility will be needed to achieve
the results envisioned when the NTSB issued it's recommendation for cooperative efforts to utilize
crash recording technology.

» The Motor Vehicle Safety Research Advisory Committee’s Event Data Recorder Working Group will
establish guidelines for future on-board data recording capability including prioritization of the data
required to improve highway and traffic safety and recommendations on the need for all
manufacturers to install such equipment.

» NHTSA is taking the necessary steps to collect and store data from on-board vehicle recording
devices in its Motor Vehicle Research databases.
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INTRODUCTION

In its railroad accident investigations, the National Transportation Safety Board (NTSB)
relies on data recovered from recorders to determine train speed, direction of travel, distance
traveled, throttle position, brake application, cab and/or wayside signals, and applicable
communications from before and during the accident. Since 1995 the Federal Railroad
Administration (FRA) has had the regulatory responsibility for establishing the minimum
parameters to be recorded and the standards that event recorders must meet. The railroad
industry also voluntarily records information on train movements and warning devices for

its own use. This paper will address the use of recorders, the regulations that govern them,
the history of the Safety Board’s use of event-recorder data in its investigations, and the
future of event recorders in accident investigation.

PROACTIVE USE

No Federal regulations require the use of recorders or monitors. Since the creation of the Safety
Board in 1967, the Board’s Railroad Division has investigated more than 192 major railroad accidents.
The reports about these investigations present a record of the Board's use of recorders and the
development of safety recommendations for regulatory requirements, improved maintenance, better
standards, and improved utilization of recorded data.

Recorded data yield a more accurate assessment of the events leading up to an accident and
corroborate witness statements, helping to eliminate much of the guesswork involved in accident
investigation.

Initially, railroads voluntarily installed recorders and monitors on their locomotives as a way of
overseeing the engineer’s operation of the train and the locomotives operational performance over the
territory. However, since May 1995, the FRA has required an event recorder on any train operated faster
than 30 miles per hour (49 Code of Federal Regulations [CFR] 229.5 and 229.135). Under the
requirement a recorder must, at a minimum be tamper resistant and capable of recording the following:
train speed, direction of motion, time, distance, throttle position, brake applications and operations, and
where the locomotive is so equipped, cab signals during the most recent 48-hours of operation.
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In addition, the railroad industry has voluntarily developed other uses of recorders. Recorders
allow the railroads to verify the remote operation of devices that provide for safe train operations as well
as for public safety. Recorders monitor rail-highway grade crossings interconnected for pre-emption of

traffic signals for time, train speed, and activation of pre-emption circuitry. Selected centralized
traffic controlled interlockings use recording systems to record time, sequential position of relays
(signals) controlling train movements through an interlocking, and position of the switches in the
interlocking. Some of these systems can record relay positions for the related intermediate signals.
Railroad wayside-equipment defect detectors can detect certain defects as a train passes over
sensors/scanners at track level and can record and send important messages to the train crew. Each of
these recording systems can maintain a record of the activity for parameters as prescribed by the railroad.

Railroads also voluntarily record radio communications between their dispatchers and train crews
as well as the communications among railroad-emergency coordinators, emergency and law-enforcement
agencies, and other organizations during an emergency. Thus railroads can monitor the dispatchers’
instructions to train crews for compliance with the railroad’s own rules and with the instructions
authorizing train operations. Likewise, the railroads can monitor their communications with outside
agencies for effectiveness, timeliness, and accuracy of information provided during emergencies.

SAFETY BOARD RECORDER HISTORY

Since the creation of the Safety Board in 1967, the Board's Railroad Division has conducted more
than 192 major railroad accident investigations. The following is a chronological history of some the
Safety Board major railroad accident investigations that involved the use of or need for recorders.

The first report in which a locomotive event recorder was mentioned was the one about a head-on
collision on the New York Central Railroad in 1967 During the late 1960s and much of the 1970s
many investigations had to rely on getting train operation information from surviving crewmembers, with
very few instances of data being available from a recorder. Early recorders on locomotives were of the
paper-tape variety, recording only speed and distance.

In the late 1970s, few investigations involved trains that had 8-track multi-event recorders.
Many railroads were still using the paper tape recorders. The railroads used the event-
recorder data to monitor and evaluate the train-handling practices of their train crews, but
rarely to oversee rules compliance. Early Safety Board accident investigations did not
document whether improved train safety could be related to the railroads’ review and
evaluation of event-recorder data. However, during investigation of a 1972 head-on
collisior? the Safety Board examined more than 33 speed recorder tapes from various trains.
The Board’s report stated that 13 tapes showed train speeds in excess of what was allowed
and that the carrier had not reviewed the tapes.

Some reports have noted problems with paper-tape recorders. More times than not the

! Title—New York Central Railroad Company, Train 1/NY-4 Extra 2020 East and Train ND-5 Extra 5305 West,
Head-on Collision, New York City, New York, May 22, 1®61S order number PB-190198).

2 Railroad Accident ReportHead-on Collision of Two Burlington Northern Freight Trains near Maquon, lllinois
on May 24, 1972NTSB-RAR-73-4).
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recorder was inoperativéor one reason or another. Paper had not been put in the recorder,
the pen was out of ink, or the recorder had jammed. In such cases, Safety Board
investigators had to rely on surviving crewmembers’ statements supplemented by any
available dispatcher recordings of communications between the dispatcher and the train
crew. At the extreme end of paper-tape recorder problems, a Safety Board accident
investigation was stymied in 1974 by the railroad management’s decision to not put paper in
a working recorder, thus rendering it useléss.

Sometimes, however, the paper-tape recorders were helpful. The recorder from another 1974
accident provided information about the train’s speed and evidence of a severe run-in when the
emergency brakes were applied as the train entered a curve. In still another accident, a paper-tape recorder
confirmed the speed and speed changes of a train that déralegcorder provided the speed of the
train in the investigation of the October 1975, derailment of an Amtrak train in Pulaski, Terlnédtme.
the 1976 derailment of a freight train in Hastings, Nebraska, the investigators used a speed tape to
determine that the crewmembers had used the train brakes more than they said, thus causing a slack run-in
and derailment of the trath. The investigators of a derailment of an Amtrak train on the Burlington
Northern near Ralston, Nebraska, found from a speed recorder that the speedometer was improperly
calibrated; thus, the recorded speed was 20 mph higher than it should haVe Amsther derailment
investigation, of a freight train in a 1979 accident involved a speed recorder that registered 17 mph under
the actual spe€d.

During these early accident investigations the Safety Board recognized the inadequacies of
the investigation when event-recorder data was not available. Also recognized was the
inability of a railroad to conduct proper operational oversight of a train crew and their
performance in train handling when locomotive event recorders were not standard
equipment on all trains on main tracks outside of yard limits. Following the Board’s
investigation of a 1977 derailment on the Louisville and NashVilte Safety Board issued
Safety Recommendation R-78-044 to the FRA, asking it to require event-recorder
regulations. (See appendix.)

? Railroad Accident ReportBurlington Northern Incorporated Derailment of Extra 5701 East at Sheridan,
Wyoming on March 28, 19({NTSB-RAR-72-4).

* Railroad Accident ReportGollision of Missouri Pacific Railroad Company Freight Train Extra 615 South
Collided with a Standing Locomotive in Cotulla, Texas June 1®VESB-RAR-74-3).

® Railroad Accident ReportBerailment and Subsequent Burning of Delaware and Hudson Railway Freight at
Oneonta, NY(NTSB-RAR-74-4).

® Railroad Accident ReportBerailment of Amtrak Train on the Tracks of Atchison, Topeka and Santa Fe Railway
Company at Melvern, Kansas July 5, 19Rd SB-RAR-75-1).

" Railroad Accident Report—Derailment of an Amtrak train on the Louisville and Nashville

Railroad in Pulaski, Tennessee on October 1, 1975 (NTSB-RAR-76-6).

8 Railroad Accident Report—Union Pacific Railroad Freight Train Derailment, Hastings, Nebraska on August 2,
1976 (NTSB-RAR-77-1).

° Railroad Accident ReportBerailment of Amtrak Train on the Burlington Northern near Ralston, Nebraska,
December 16, 197NTSB-RAR-77-8).

19 Railroad Accident Report—Derailment of Union Pacific Railroad Freight Train Granite, Wyoming, July 31, 1979
(NTSB-RAR-79-12).

1 Railroad Accident Reportteuisville and Nashville Railroad Company Freight Train Derailment and Puncture

of Anhydrous Ammonia Tanks Cars at Pensacola, Florida, November 11(N'B3B-RAR-78-04)
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The earliest noted usage of 8-track event-recorders in Safety Board investigations were the 1978
derailment of a passenger train at EIma, Virgihihich cited excessive speed, and the 1979 derailment
of an Amtrak’s “Southwest Limited” at Lawrence, Kan§asSince this was new technology for the time,
the carrier and/or the manufacturer could only read the 8-track event-recorder cassette tapes. The Safety
Board had to either rely on the carrier's ability to do an adequate readout or take the cassettes to the
manufacturer of the recorder for a detailed readout.

The Safety Board’s major railroad accident investigation reports from the 1980s show that
speed (paper-tape)/event recorders (8-track) were beginning to be used on more trains.
Following the investigation of the 1980 rear-entligion of two Union Pacific freight trains
near Hermosa, Wyoming the Safety Board commended the Union Pacific for having
installed 8-track event recorders in its locomotiteThe Safety Board issued six safety
recommendations about event recorders: three to the Union Pacific and three to the
Association of American Railroads (Safety Recommendations R-81-45 through -47 and R-
81-49 through -51). The recommendations addressed modifying event recorders so they
could record the activation of the cab signal acknowledging lever, relocating the recorders
so they would be better protected in crashes, and providing emergency power so the
recorders could be operated when normal power was lost. (See appendix.)

In the Safety Board’s investigation of a 1984 rear-end collision of two Conrail freight
trains>® the data recorders provided evidence that contradicted the statements provided by
the operating crewmembers. According to Conrail operating rules the train should have

been operated at “restricted speed,” that is ...not exceeding 15 mph prior to the accident.

The crewmembers stated they had operated the train at “restricted speed.” The data from the
event recorder, however, did not support their statements.

Event-recorder data confirmed that excessive speed was a contributing factor in the derailment
and release of hazardous materials from a freight train in ¥9&ger reviewing the information from the
train’s event recorders the Safety Board investigators determined that the St. Louis Southwestern Railway
Company (Cotton Belt) was lax in enforcing speed restrictions.

In the investigation of a1985 head-on collision between two Amtrak trains at Astoria, Queens, New
York,"” Safety Board investigators performed a comparative analysis of the data from the recorders. The
recorded train operator activity data was compared to crewmember statements for cab signal indications and
applicable wayside signal indications to develop findings in the investigation.

12 Railroad Accident ReportBerailment of Southern Railway Company Train No. 2, The Crescent, at EIma,
Virginia, December 3, 1978\NTSB-RAR-79-4).

13 Railroad Accident ReportBerailment of Amtrak Train No. 4, the Southwest Limited on the Atchison, Topeka
and Santa Fe Railway Company, Lawrence, Kansas, October 2,(NI7SB-RAR-80-04).

14 Railroad Accident ReportRear End Collision of Union Pacific Railroad Freight Trains near Hermosa,
Wyoming, October 16, 198INTSB-RAR-81-03).

15 Railroad Accident ReportRear End Collision Between Conrail Trains OIPI-6 an ENPI-6X, near Saltsburg,
Pennsylvania, February 26, 1984 TSB-RAR-85-02).

16 Railroad Accident ReportBerailment of St. Louis Southwestern Railway Company (Cotton Belt) Freight Train
Extra 4835 North and Release of Hazardous Materials near Pine Bluff, Arkansas, June @ TI9B5RAR-86-

04).

" Railroad Accident ReportHead On Collision of National Railroad Passenger Corporation (Amtrak) Passenger
Trains Nos. 151 and 168, Astoria, Queens, New York, July 23,(MIEB-RAR-85-09).
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Erroneous data or the failure of a recorder to record has affected several investigations. The first
reported tampering with an event recorder was noted in the investigation of a 1982 side collision of two
freight trains near Possum Grape, ArkartéasA deadheading conductor stated the speed-recording
device was working properly prior to the accident; but several hours after the accident, a railroad official
found the case broken open and the tape missing, even though the locomotive cab had not been damaged.
In the investigation of a 1987 collision between two freight trains in Yuma, AriZdhe,Safety Board’s
lab determined that some information was incorrect. The digital word channel recording automatic brake,
locomotive brake, throttle, dynamic brake, and direction of travel elements were being erroneously
recorded. On sections of the data pack the digital word signal was weak and intermittent; however, the
time, speed, distance, and power elements were all being recorded normally.

Additionally, the investigation of a 1989 derailment with the release of hazardous materials from
a freight train near Freeland, Michigan was noted as being hindered by the absence of multi-event-
recorder datd The Safety Board’s report stated that train-handling information was derived from what
the train crew stated. The paper-tape-recorded train speed was of limited usefulness since the manner in
which the train was controlled was more important than its speed. Vital information, such as quantified
braking, throttle manipulation, and the chronological relationship between power-to-braking and braking-
to-power, was not available. In the investigation of a ¥a@fllision between two freight trains on the
Norfolk Southern, Safety Board investigators found that because of a splice in the recording tape media,
no data had been recorded by one of the train recorders. The first time the Board mentioned an anomaly
with the data from an event-recorder with an 8-track tape was in its report about the December 12, 1990,
derailment and collision of an Amtrak train with an MBTA commuter train in Boston, MassacH@setts.
The Safety Board attributed the anomaly to the carrier’'s improper handling of the data pack.

In the late 1980s there still were no required uniform standards for recording data on train
movements. The Safety Board had recommended that the FRA require locomotives to have event
recorders (Safety Recommendation R-78-044). The Safety Recommendation was closed unacceptable on
August 12, 1985 following the FRA’s response stating that they were not going to pursue a regulation and
would, instead defer to the railroads’ voluntary installation plans.

The Safety Board’s report of the July 30, 1988 head-on collision between two trains near
Altoona, lowa® further addressed the need for Federal requirements for standardization of event
recorders. The Safety Board issued Safety Recommendation R-89-050 to the FRA to expedite the
rulemaking process ordered by Congress in the Rail Safety Improvement Act of 1988 for event recorders.
Provisions in the Act called for the FRA to issue, within 18 months, such rules, standards, orders, and
regulations as necessary, for a requirement for event recorders on trains within 1 year of the issuance of
the regulations. Following the August 1988 derailment of an Amtrak train on the Burlington Northern

18 Railroad Accident ReportSide Collision of Two Missouri Pacific Railroad Company Freight Trains at Glasie
Junction, near Possum Grape, Arkansas, October 3, (983B-RAR-83-06).

19 Railroad Accident ReportHead-on Collision of Southern Pacific Transportation Company Freight Trains,
Yuma, Arizona, June 15, 19@YTSB-RAR-88-02).

%0 Railroad Accident ReportBerailment of CSX Transportation, Inc. Freight Train and Hazardous Material
Release near Freeland, Michigan, July 22, 1989SB-RAR-91-04).

L Railroad Accident Report—Collision and Derailment of Norfolk Southern Train 188 with Norfolk Southern Train
G-38 at Sugar Valley, Georgia, August 9, 1990 (NTSB-RAR-91-02).

22 Railroad Accident ReportBerailment and Collision of Amtrak Passenger Train 66 with MBTA Commuter Train
906 at Back Bay Station, Boston, Massachusetts, December 1NIPSB-RAR-92-01).

% Railroad Accident ReportHead-on Collision between lowa Interstate Railroad Extra 470 West and Extra 406
East with Release of Hazardous Materials near Altoona, lowa, July 30,(MIEB-RAR-89-04).
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near Saco, Montarfthe Safety Board noted that 8-track event recorders were becoming commonplace
in the industry. In the report the Safety Board said that recorded information is an effective tool for
monitoring, evaluating, and improving the safety of train operations. In addition the report stated that
event recorded information must be accurate, consistently prepared, and credibly interpreted and that
ideally each locomotive on a train should be equipped with an operating multi-event-recording device.
The status of the Safety Board's Safety Recommendation R-89-050 to the FRA was classified as “closed
acceptable” on August 2, 1993, when the FRA advised that the final rule on event recorders, was
published in the Federal Register on July 8, 1993 and would become effective on November 5, 1993.
The rule required the lead locomotive on all trains operating over 30 mph to be equipped with an event
recorder and specified minimum recording parameters.

The new Federal regulations cover all rail carriers that are a part of the general railway system.
This excludes the rail rapid transit industry over which there is no Federal oversight regulatory authority.
Rail rapid transit is not a new industry. Several large cities (Chicago, San Francisco, and New York City
for example) have had intercity transportation for some time. Commuters, who want to avoid problems
associated with intolerable driving conditions, have encouraged their local and state governments to
rethink local transportation systems. With the help of Federal funding from the Federal Transit
Administration rail rapid transit systems are being rediscovered in many other cities and are being
modernized to provide fast efficient service. The Safety Board has been concerned that rail rapid transit
systems may experience the same evolutionary understanding of problems in the value of event recorders
that occurred on the railroads in the early 60’s and 70’s. In the Board’s report for thecbfiBgon of a
Washington Metropolitan Area Transit Authority train with another standing train it was noted that no ralil
rapid transit system in the United States is required to or does record and monitor vital train systems and
system events. The Board issued Safety Recommendation R-96-046 to the Federal Transit Administration
and to the American Public Transit Association asking them to develop guidelines for
monitoring/recording devices and to install them on rapid transit trains. (See appendix.)

Since the enactment of the FRA’s new regulatory requirement for event recorders the Safety
Board'’s investigations have uncovered new concerns. The event recorder's maintenance and its location
within a locomotive were addressed in the Safety Board’s report of the 1996 freight train derailment near
Cajon, Californig?® The post-accident testing of the microprocessor type of event recorder showed that
one event recorder had a broken wire in the axle generator, as a result of an improper modification, and
that another was improperly programmed. In addition, the self-diagnostic indicators were insufficient to
fully examine the recording status of the units. The pre-accident inspections had been inadequate. In its
final rule on event recorders the FRA said that it “has determined that the recorder will be most helpful if
it records the events happening in the locomotive occupied by the engineer, that is, the lead locomotive.”
However, the FRA later changed the rule to allow the event recorder to be positioned elsewhere, other
than in the locomotive, stating it was “unnecessarily geographically stectéral RegisterVolume 60,

Number 102, May 26, 1995). As a result the Safety Board issued four safety recommendations (R-96-70
through —73) to the FRA, asking the agency to revise the regulations to address the placement, location,
maintenance, and testing of event recorders. (See appendix.)

%4 Railroad Accident ReportBerailment of National Railroad Passenger Corporation Train 7 on Burlington
Northern Railroad near Saco, Montana, August 5, 1@8BSB-RAR-89-03).

% Railroad Accident ReportGollision of Washington Metropolitan Area Transit Authority Train T-111 with
Standing Train at Shady Grove Passenger Station, Gaithersburg, Maryland, January GNTS8RAR-96-04).

% Railroad Accident ReportBerailment of Freight Train H-BALTI-31 Atchison, Topeka and Santa Fe Railway
Company near Cajon Junction, California, on February 1, 1908BSB-RAR-96-05).
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The investigation of the 1996 near head-on collision and derailment of two commuter trains near
Secaucus, New Jers&yfound that one of the event recorders did not register brake applications because
the tape had not been fully inserted. The investigation disclosed that the FRA had granted the carrier a
temporary waiver, with an extension until May 1997, for compliance with certain provisions of Federal
regulation (49CFR229.135) that required all trains operating over 30 mph be equipped with event
recorders by May 1995. The report states that the failure of the event recorder to provide information on
the engineer’s braking application hampered the Safety Board's investigation.

A railroad accident, whether it is a collision and/or derailment with or without fire, usually
destroys the event recorder. The aviation industry has long recognized the importance of having event
recorders that can survive an accident and has been addressing their improvement for crashworthiness and
fire resistance; however, these issues are only now being addressed for railroad event recorder standards.
Granted, many recorders have survived accidents, but in some accidents, the complexity of the
investigation has increased and the event recorders’ survivability has become more important for
providing information to prevent future accidents.

In the Safety Board’s report of the November 1990 collision and derailment of two freight trains
near Corona, Californi&,the Board noted that significant data were lost when the multi-event recorders
were destroyed by fire. The report noted that the FRA should develop requirements for crash- and fire-
resistant event recorders similar to the requirements used for recorders on aircraft. However, the Board
did not issue any safety recommendations because it anticipated that the FRA would address the concerns
in its pending regulations that were still being developed.

Crashworthiness of event recorders was addressed again in the Safety Board's investigation of the
September1993 derailment of an Amtrak train near Mobile, AlaBama.solid-state memory event
recorder did not sustain significant damage from the impact, but large amounts of water and mud were
found inside the enclosure. Although at this time the FRA’s new rule on event recorders acknowledged
the need for crashworthiness of event recorders, it did not address the subject.

In November1993 two freight trains were involved in a head-on collision and derailment at
Kelso, Washingtoﬁ‘? The locomotives had a combined total of eight 8-track event recorders. However,
only two were in good enough condition to yield any information; the others were either severely
damaged by the fire or the impact of the collision. The FRA regulations (49 CFR Part 229.135a) only
required the lead or controlling locomotive to have an event recorder. Following this investigation Safety
Board staff held several discussions with the FRA concerning the need to address the crashworthiness of
event recorders and the development of standards including the location of the event recorder on a
locomotive. The FRA established a “Railroad Safety Advisory Committee” (RSAC) working group that
included representatives from the event recorder industry, labor unions, and the railroad industry. The
RSAC group was assigned to address these concerns and develop proposed regulatory requirements
including crashworthiness standards, the proper location of the recorders within a locomotive, and the
minimum parameters to record for the next generation of event recorders.

" Railroad Accident ReportNear Head-on Collision and Derailment of Two New Jersey Transit Commuter Trains
near Secaucus, New Jersey, February 9, 18806B-RAR-97-01).

28 Railroad Accident Report-Atchison, Topeka and Santa Fe Railway Company (ATSF) Freight Trains ATSF 818
and ATSF 891 on the ATSF Railway Corona, California, November 7,(NI&EB-RAR-91-03).

? Railroad Accident ReportBerailment of Amtrak Train No. 2 on the CSXT Big Bayou Canot Bridge near Mobile,
Alabama, September 2, 19@8TSB-RAR-94-01).

% Railroad Accident ReportHead-on Collision and Derailment of Burlington Northern Freight Train with Union
Pacific Freight Train, Kelso, Washington, November 11, 983SB-RAR-94-02).
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In the 1994 investigation of rear-end collision of between a moving freight train with a standing
freight train at Cajon, Californid, the Safety Board again found that 3 of the 4 solid state multi-event
recorders had been destroyed by fire. Only the carrier’s quick action to remove the data pack, as the fire
approached the locomotive, salvaged the fourth event recorder, which provided important data for the
investigation.

In June 1997 two freight trains collided and derailed in Devine, Téxasl of the event-
recorder data were lost because impact forces or fire, or both destroyed the recorders. The Safety Board
issued Safety Recommendation R-98-030 to the FRA, asking them to develop and implement event
recorder crashworthiness standards for all new or rebuilt locomotives by January 1, 2000. (See
appendix.)

The increasing acceptance and use of solid state multi-event recorders has resulted in the railroads
voluntarily recording more parameters than required by the FRA'’s current regulations. Consequently the
railroads have more information with which to evaluate the performance of both the train crew and the
locomotive.

The locomotive event recorder is not investigator’'s only source of recorded data. They can get
information from telephone recordings, radio communications, signal relay recorders, weather services,
and wayside equipment detectors. In recent railroad accident investigations Safety Board investigators
have been able to relate much of the additional information to the accident. The information from these
additional sources and from the added parameters being recorded, allows the investigators to assess the
circumstances of the events leading up to an accident more accurately and to corroborate witness
statements more thoroughly.

One of the first times investigators used a railroad’s telephonically recorded information was in
the investigation of the 1982 derailment of an Amtrak train in Emerson, fowBhe information
concerned the severe weather and flooding conditions being relayed to railroad personnel. The first time
investigators used information from a wayside signal event recorder was in the investigation of the1987
collision of an Amtrak train on the high-speed Northeast Corridor with a light unit Conrail train at Chase,
Maryland.34 Both locomotives had event recorders; Amtrak’s locomotive had a recorder with an 8-track
tape, and the Conrail locomotive had a paper speed tape. The data from both the signal event recorder
and the locomotive event recorders were used to analyze the movement of both trains with respect to the
recorded displayed signals. Recorded data from the train’s event recorders as well as from the wayside
signal system were used as input in a computerized simulation to determine stopping distances for both
trains.

31 Railroad Accident ReportRear-end Collision of Atchison, Topeka and Santa Fe Railway Freight Train
PBHLA1-10 and Union Pacific Railroad Freight Train CUWLA-10 near Cajon, California, December 14. 1994
(NTSB-RAR-95-04).

%2 Railroad Accident ReportGollision and Derailment of Union Pacific Railroad Freight Trains 5981 North and
9186 South in Devine, Texas on June 22, 1895B-RAR-98-02).

¥ Railroad Accident ReportBerailment of Amtrak Train No. 5 (the San Francisco Zephyr) on the Burlington
Northern Railroad, Emerson, lowa, June 15, 1982ZSB-RAR-83-02).

3 Railroad Accident ReportRear-end Collision of Amtrak Passenger Train 94, The Colonial and Consolidated
Rail Corporation Freight Train ENS-121, on the Northeast Corridor, Chase, Maryland, January 4N'B8B-
RAR-88-01).
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The collision and derailment of an Amtrak train at a grade crossing accident in 1993 near
Intercession City, Florid&, reported using of a wayside equipment defect detector for determining the
passing time and speed of the train before the accident. The detector provided information that could not
be recovered from the paper speed tape because the paper tape had been stained by diesel fuel. In the
investigation of a 1994 multiple freight train accid&Bafety Board investigators used data from the
multi-event recorders of three trains and the signal system’s event recorders to reconstruct and simulate
each train’s movement.

The Safety Board's aviation accident investigators have used animated videos for some time. An
animated video is developed from recorded information and is used in the analyzing and simulating the
events leading up to the accident. Recently the Safety Board's railroad accident investigators have been
developing animated videos for the same purpose.

The investigation of the 1996 Safety Board accident involving a Maryland Rail Commuter train and
an Amtrak train near Silver Spring, Marylatiodgemonstrated the potential benefits of having data from
solid-state event recorders, wayside signal event recorders, and dispatcher recordings. The recorded data
permitted investigators to thoroughly develop the sequence of events before the accident and to provide an
animated video simulation of the sequence of events of the accident.

The most recent completed Safety Board investigation to use recorded data from the recording
media was the investigation of the August 9, 1997, Amtrak train derailment near Kingman, Atizona.
This accident investigation had recorded data from multiple sources. Data was available from the train’s
solid-state multi-event recorders, the wayside signal event recorder, the equipment defect detectors, the
high water detectors, the dispatchers’ communications with the affected trains, and the recorded
communications between the railroad operations center and local law enforcement agencies during the
accident notification and response. One of the important discoveries was the Safety Board’s finding that
certain information recorded by the train’s event recorder could not be read with the software provided to
the carrier. The Safety Board issued Safety Recommendation R-98-057 to the FRA asking them to require
that event recording system specifications be kept as a part of the locomotive records. (See appendix.)

The Safety Board has investigated 192 major rail accidents since 1967; the results have included
more than 16 safety recommendations related to the use of recorded data to improve transportation safety.

The Safety Board is working closely with the FRA and the RSAC event-recorder-working
group. The Safety Board is providing its technical expertise and experience to help develop
new standards for additional recording parameters and crashworthiness to be incorporated in
the proposed revisions to the present Federal recorder regulations. The future offers
innovative uses of audio/visual recorded media utilizing the technical developments and
experience in other modes and within the recorder industry. The implementation of
audio/video recorders will enhance accident investigation and performance evaluations.

% Highway Accident Report-Gollision of Amtrak Train No. 88 with Rountree Transport and Rigging, Inc., Vehicle
on CSX Transportation Inc., Railroad near Intercession City, Florida, November 30(N9S$B-HAR-95-01).

% Railroad Accident ReportGollision and Derailment Involving Three Burlington Northern Freight Trains near
Thedford, Nebraska, June 8, 19T SB-RAR-95-03).

3" Railroad Accident ReportGollision and Derailment of Maryland Rail Commuter “MARC” Train 286 and
National Railroad Passenger Corporation “AMTRAK” Train 29 near Silver Spring, Maryland on February 16,
1996 (NTSB-RAR-97-02).

% Railroad Accident ReportBerailment of Amtrak Train 4, Southwest Chief, on the Burlington Northern Santa Fe
Railway near Kingman, Arizona, August 9, 198I7 SB-RAR-98-03).
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FUTURE RECORDING MEDIA FOR RAILROADS

The Safety Board's main concern regarding the use of recorded data is to increase the safety of
our country’s transportation systems by learning from the mistakes of the past, and enhancing the safety
of the systems by insuring to the maximum extent possible, that these mistakes are not repeated. Though
significant advances have been made in recent decades with regard to improving the availability of
recorded rail data in the event of accidents, the Safety Board vehemently feels that there is much room for
improvement in this area. The Safety board feels that by maximizing the availability of data as well as
increasing the amount and type of data available, the safety of the nation’s transportation systems can still
be greatly enhanced.

The Safety Board currently has several recommendations open that address these issues, as
presented earlier in this document.

The crashworthiness standards considered for these regulations include fire protection, impact
shock protection, crush protection, fluid immersion protection, and hydrostatic pressure protection. The
issuance of these standards as a regulatory requirement is a highly anticipated event at the Safety Board.
When fully implemented, these standards will increase the survivability of event recorders involved in an
accident. The availability of data, as stated earlier, is invaluable in determining cause and initiating
change as a result of both major and minor rail accidents.

The RSAC group is also discussing regulating the location of the recorders on the locomotives to
allow for the highest chance of survival in the event of a catastrophic accident. The group is also
addressing expanding the requirement for recording specific operational parameters. This regulation will
make the recovery of event recorder data following an accident more likely, thus making causal
determinations and safety improvements easier, more efficient, more accurate, and more timely.

Through accident investigation, the Safety Board’'s Vehicle Recorders Division has noticed what
may be an industry wide problem with the maintenance of railroad event recorder systems. The Board
has received problematic data sets and recorders from a variety of railroads, during the course of its
investigations. Problems with missing or erroneous data continue to occur at an alarming rate.

These problems are not unique to a particular manufacturer or model of recording system, or to
any specific railroad. The one common thread to almost all of these “failures” is the fact that the actual
recording devicatself is seldom, if ever, at fault. The recording devices themselves (particularly the
microprocessor-based devices) appear to be the most reliable component in these variously configured
recording systems. In faatpneof the microprocessor recorders that the NTSB has had tested thus far
(by their respective manufacturers) has ever been found to have failed, be out of tolerance, or to have
malfunctioned. Unfortunately there is a frequently recurring problem with bad data from these types of
recorders.

The anomalous (or missing) data is frequently the result of an inoperative, incorrectly installed, or
out-of-calibration “sensors” in the recording system, such as an axle generator or other sensor that sends a
signal to the recording devicd=or example, if an axle generator were to fail, and send a constant signal
representing O mph to the recorder, then 0 mph would be continuously recorded regardless of the train’s
speed.

Other system problems include:
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Incorrectly configured recording systems: Many of the newer generation

recorders can be configured, or programmed, to suit specific needs.
Improper setup or programming can cause certain parameters to be
recorded incorrectly, or not recorded at all.

Outdated or incorrect readout software: In most applications,
microprocessor based recording systems are configured differently, to
meet the customer’s specific requirements. One operator’s requirements
may be different form another’s, an individual operator may change their
own requirements over time, and the recorder manufacturers periodically
update or revise configuration as technology advances.

As a result, a single recorder (or recording system) may have a wide variety of different
configurations, each requiring a particular software program to read the recorded data. A recording
system installed on a particular operator’s locomotive requires a readout program that is unique to that
operator. The same recording system installed on another operator’'s locomotive, may be configured
differently, and would require a different readout program. A single recorder manufacturer may support
50 or more different recording systems, each requiring it's own readout program to properly extract the
data.

If a recorder is read out using an incorrect or outdated readout program, its possible that certain
parameters will be missing, or erroneous. The resulting data could be misleading.

Current FRA regulations do not adequately address the maintenance of event recorders. There
are no requirements for records to be kept about recorder system specifications, or applicable readout
software. The existing requirements for the testing and inspection of recorder systems are insufficient.
While a readout of the data is required every 92 days for tape-based recorders only, there is no
requirement (for any type of recorder) to test the sensors or other system components or to verify that
accurate data is actually being recorded.

Furthermore, under current FRA regulations, microprocessor based recorders are not required to
be readout, tested, or examined unless the recorder itself indicates a fault from its self-diagnostic test.
Operators must check the recorder’s self-test status every 92 days, which is typically indicated by a light
on the recorder case. Unless a fault is indicated, the recorder system may go its entire life without any
maintenance, readouts, or further inspection.

Most self-test functions on modern day recorders do a reasonable job of testing the general
“health” of the recording device itself, but they cannot assure proper operation of the other components
that actually send the signals to the recorder. Virtually all recorder self-diagnostic tests cannot detect any
of the problems noted above. While some recorders can test for the presence of certain sensors (whether
or not they are connected, and powered if applicable) they cannot test the validity of the signals coming
from the sensors. If an errant axle generator continuously sends a signal representing O mph, the self-test
feature will not detect a malfunction. Failures such as this one may never be déecaede there are
no requirements to ever read out, test, or evaluate this type of recorder. Additionally, self-test features
can not detect improper “programming” or set-up of the recording system. Many systems have optional
software configuration settings that can be adjusted by the operator. These settings may be inadvertently
set to omit or restrict the data that the recorder stores limiting the information that would otherwise be
available after an accident. Because these types of optional settings simply configure the recorder to do
what the operator desires, they are not “faults” of the recorder.
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As a result of these maintenance problems, the reliability of event recorders to provide vital
information after an accident is significantly jeopardized. The NTSB has issued several recommendations
to the FRA that address these very issues. The FRA has elected to delegate the evaluation of these
recommendations to the RSAC. To date, no action has been taken by the RSAC or the FRA to address
these maintenance issues.

The development of new technologies within the rail industry creates new opportunities for data
gathering to further aid in the pursuit of safer systems. Since the early 1980's, the railroad industry has
recognized the possibility of using data radio communications, emerging microprocessor-based systems,
and other technologies to perform enhanced train control functions. These concepts have matured to form
a system now referred to as Positive Train Control (PTC). PTC utilizes radio signals to automatically
control certain brake applications on trains in order to insure proper separation between trains running on
the same set of tracks. This system makes high-speed rail traffic safe in areas of high rail traffic, and all
rail traffic separated at a safe distance respective to the speed of the train.

PTC should make it possible to prevent most train-to-train collisions, enforce restrictions on train
speed, and enhance protection for roadway workers, at a cost lower than would be expected using
traditional approaches. The business benefits of such a system make it attractive to the rail industry, and
the potential safety benefits make it attractive to the Safety Board.

This new system presents an entire new way of controlling a train, and presents a new set of data
elements that need to be tracked and recorded. PTC is an example of new technology that, when
introduced, creates a need for a recording mechanism, be it on board the train or at the control point, to
track the data and make it available in the event of an accident.

Since 1964 all transport category aircraft have been required to maintain a Cockpit Voice
Recorder (CVR). Providing the same capability for locomotives can hardly be labeled as new
technology. The technology has existed for some time to make this equipping a practical measure. The
data from the many CVRs recovered by the Safety Board in accident investigation have proven extremely
valuable in solving for cause in a great number of aviation accidents. The CVRs provide a level of detalil
about the cockpit environment before, during, and after incidents and accidents that are generally not
available in the many instances where the crew does not survive. CVRs are also used to study noises in
the cockpit and to identify potential sources of problems in accidents where the pilots and much of the
aircraft have not survived.

The Safety Board issued Safety Recommendation R-97-009 to the FRA that calls amending the
regulations to require the recording of train crewmembers’ voice communications for exclusive use in
accident investigations and with appropriate limitations on the public release of such recordings.
Considering the unfortunate yet oft encountered circumstances of a locomotive crew not surviving an
accident, a cab voice recorder could provide pieces to the accident puzzle that have heretofore not been
available. Cab voice recorders could provide information concerning ambient conditions within the
locomotive cab, back-up data concerning control inputs made from the cab position, information
involving signal calling from within the cab, and identification of conditions within and without the cab
that may have contributed to an accident or incident. They can also record crew conversations, radio
transmissions, and alerts and alarms that occur within the cab. (See appendix.)

Use of cab video recording is another area that the Safety Board feels the rail industry could
benefit from. Video footage of the locomotive’s controls, as well as the outside viewpoint from inside the
cabin and outside the cabin, if made available in the investigation of an accident, could provide
information that could bring to light reasons for accidents in many circumstances. Video could provide
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data on signals viewed by the crew, weather that may affect visibility conditions, and provide back up to
the event recorders and crew statements on circumstances of any accident or incident. Again, in the
unfortunate event of crew fatalities, the video could provide information that would otherwise be
completely unavailable.

Already the utility and necessity of capturing video feed from locomotive operations has been
acted upon. The Arkansas & Missouri Railroad has installed cameras at the front and rear of all of its
trains. The reasons that this short line railroad has undertaken this program are many.

The railroad is responding to a need for more information regarding train operations, specifically
in the investigations into grade crossing incidents. The railroad also has used video to address the issue of
locomotive cab blind spots. Video monitors have been placed in the cab to provide the crews with live
feed of any activity occurring in areas that are not visible from within the cab. The railroad also uses the
recorders to enhance their crew efficiency program. Each crew has their own 12-hour tape that they
install at the start of a shift and remove at the end of a shift. This allows the railroad to monitor crew
efficiency at regular intervals instead of removing a crew from active service and test-running them on
separate trains at annual reviews. The videos created by this system are used as an aid for training crews
for locomotive operations. The reality that the videos present make them an invaluable tool in training
crews for actual operations. Finally, the railroad has used video to monitor various passive grade
crossings and identify any unsafe practices by both locomotive operators and highway drivers at the
crossings.

The Arkansas & Missouri Railroad has recognized the benefits of video recording in day-to-day
operations as a crew aid and efficiency monitor, as a valuable source if information to augment the
locomotive event recorders, and as a preventive measure concerning safety at passive grade crossings.
The Safety Board is hopeful that other railroads recognized the vast benefits of video recording and
begins their own video programs.

The three goals of the Safety Board with regard to the future of locomotive event recorders are:

» Insure the availability of recorded data by housing the data memory unit in a crash
protected environment,

» insure the integrity and accuracy of the data by utilizing appropriate inspection and
maintenance techniques, and

» take advantage of available technology (PTC, Audio, Video) to make available the
greatest amount and types of data practicable.

Creating an environment where these three concepts are applied will insure ease in accident
investigation, maximize the lessons learned from mistakes of the past, and create a safer railroad
transportation environment for rail employees and customers both.

CONCLUSIONS

The appropriate data from recorders can provide a more accurate assessment of the circumstances
of the events leading up to an accident; and, corroboration of witness statements can be derived from this
data which helps eliminate much of the guesswork involved in accident investigation.
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APPENDIX

SAFETY RECOMMENDATIONS

Recommendation # R-78-044
Issue Date 7/31/78 PENSACOLA, FL
Overall Status CUA

ABOUT 6:06 P.M. ON NOVEMBER 9, 1977, 2 SD-45 LOCOMOTIVE UNITS AND
35 CARS OF LOUISVILLE AND NASHVILLE FREIGHT TRAIN NO. 407 DERAILED
WHEN ENTERING A 6 DEGREES 04' CURVE AT PENSACOLA, FLORIDA. THE
ADJACENT TANK HEADS OF THE 18TH AND 19TH CARS WERE PUNCTURED
DURING THE DERAILMENT BY A LOOSE WHEEL AND AXLE ASSEMBLY; THIS
RELEASED ANHYDROUS AMMONIA INTO THE ATMOSPHERE. TWO PERSONS
DIED AND 46 WERE INJURED AS A RESULT OF THE DERAILMENT, RELEASE OF
ANHYDROUS AMMONIA, AND EVACUATION OF ABOUT 1,000 PERSONS.
PROPERTY DAMAGE WAS ESTIMATED TO BE $724,000.

THE NTSB RECOMMENDS THAT THE FEDERAL RAILROAD
ADMINISTRATION: PROMULGATE REGULATIONS TO REQUIRE LOCOMOTIVES
USED IN TRAINS ON MAIN TRACKS OUTSIDE OF YARD LIMITS TO BE EQUIPPED
WITH OPERATING EVENT RECORDERS.

FRA CLOSED - UNACCEPTABLE ACTION

Recommendation # R-81-045
Issue Date  4/22/81 HERMOSA, WY
Overall Status CAA

ON OCTOBER 16, 1980, UNION PACIFIC RAILROAD COMPANY (UP)
FREIGHT TRAIN EXTRA 3749 WEST (NPH-16) STRUCK THE REAR OF UP GRAIN
TRAIN EXTRA 3557 WEST (SGTLB-635) WHILE IT WAS STANDING ABOUT 100 FEET
WEST OF INTERMEDIATE SIGNAL NO. 5517 NEAR HERMOSA, WYOMING. TWO
TRAIN CREWMEMBERS WERE KILLED AND TWO CREWMEMBERS WERE
INJURED. THE 3 LOCOMOTIVE UNITS OF NPH-16 AND 16 CARS, INCLUDING THE
CABOOSE, OF SGTLB-635 WERE DERAILED. TOTAL DAMAGE WAS ESTIMATED
TO BE $993,000.

THE NTSB RECOMMENDS THAT THE UNION PACIFIC RAILROAD
COMPANY: MODIFY EVENT RECORDERS TO RECORD ACTIVATION OF THE CAB
SIGNAL ACKNOWLEDGING LEVER.

UNION PACIFIC RAILROAD CLOSED - ACCEPTABLE ACTION
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Recommendation # R-81-046
Issue Date  4/22/81 HERMOSA, WY
Overall Status CNLA

THE NTSB RECOMMENDS THAT THE UNION PACIFIC RAILROAD
COMPANY: RELOCATE EVENT RECORDERS SO AS TO LESSEN THE LIKELIHOOD
OF THEIR BECOMING DAMAGED IN AN ACCIDENT.

UNION PACIFIC RAILROAD CLOSED - NO LONGER APPLICABLE

Recommendation # R-81-047
Issue Date  4/22/81 HERMOSA, WY
Overall Status CUA

THE NTSB RECOMMENDS THAT THE UNION PACIFIC RAILROAD
COMPANY: PROVIDE THE CABS OF LOCOMOTIVES WITH EMERGENCY POWER
SO THAT EMERGENCY LIGHTS, RADIOS, AND EVENT RECORDERS CONTINUE TO
OPERATE WHEN NORMAL POWER IS LOST.

UNION PACIFIC RAILROAD CLOSED - UNACCEPTABLE ACTION

Recommendation # R-81-049
Issue Date  4/22/81 HERMOSA, WY
Overall Status CNLA

THE NTSB RECOMMENDS THAT THE ASSOCIATION OF AMERICAN
RAILROADS: ENCOURAGE MEMBER RAILROADS TO HAVE EVENT RECORDERS
WHICH RECORD ACTIVATION OF CAB SIGNAL, AUTOMATIC TRAIN STOP, OR
OTHER SIMILAR SAFETY SYSTEM DEVICES.

ASSOCIATION OF AMERICAN RAILROADS CLOSED - NO LONGER APPLICABLE
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Recommendation # R-81-050
Issue Date  4/22/81 HERMOSA, WY
Overall Status CNLA

THE NTSB RECOMMENDS THAT THE ASSOCIATION OF AMERICAN
RAILROADS: ENCOURAGE MEMBER RAILROADS TO INSTALL OR RELOCATE
EVENT RECORDERS SO AS TO LESSEN THE LIKELIHOOD OF THEIR BECOMING
DAMAGED IN AN ACCIDENT.

ASSOCIATION OF AMERICAN RAILROADS CLOSED - NO LONGER APPLICABLE

Recommendation # R-81-051
Issue Date  4/22/81 HERMOSA, WY
Overall Status CNLA

THE NTSB RECOMMENDS THAT THE ASSOCIATION OF AMERICAN
RAILROADS: ENCOURAGE MEMBER RAILROADS TO PROVIDE THE CABS OF
LOCOMOTIVES WITH EMERGENCY POWER SO THAT EMERGENCY LIGHTS,
RADIOS, AND EVENT RECORDERS CONTINUE TO OPERATE WHEN NORMAL
POWER IS LOST.

ASSOCIATION OF AMERICAN RAILROADS CLOSED - NO LONGER APPLICABLE

Recommendation # R-89-050
Issue Date 7/14/89 ALTOONA, 1A
Overall Status CAA

ABOUT 11:44 A.M. CENTRAL DAYLIGHT SAVINGS TIME ON JULY 30, 1988,
IOWA INTERSTATE RAILROAD LTD. (IAIS) FREIGHT TRAINS EXTRA 470 WEST
AND EXTRA 406 EAST COLLIDED HEAD ON WITHIN THE YARD LIMITS OF
ALTOONA, IOWA, ABOUT 10 MILES EAST OF DES MOINES, IOWA. ALL 5
LOCOMOTIVE UNITS FROM BOTH TRAINS; 11 CARS OF EXTRA 406 EAST; AND 3
CARS, INCLUDING 2 TANK CARS CONTAINING DENATURED ALCOHOL, OF
EXTRA 470 WEST DERAILED. THE DENATURED ALCOHOL, WHICH WAS
RELEASED THROUGH THE PRESSURE RELIEF VALVES AND THE MANWAY
DOMES OF THE TWO DERAILED TANK CARS, WAS IGNITED BY THE FIRE
RESULTING FROM THE COLLISION OF THE LOCOMOTIVES. BOTH
CREWMEMBERS OF EXTRA 470 WEST WERE FATALLY INJURED; THE TWO
CREWMEMBERS OF EXTRA 406 EAST WERE ONLY SLIGHTLY INJURED. THE
ESTIMATED DAMAGE (INCLUDING LADING) AS A RESULT OF THIS ACCIDENT
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EXCEEDED $1 MILLION.

THE NTSB RECOMMENDS THAT THE FEDERAL RAILROAD
ADMINISTRATION: EXPEDITE THE RULEMAKING REQUIRING THE USE OF
EVENT RECORDERS IN THE RAILROAD INDUSTRY.

FRA CLOSED - ACCEPTABLE ACTION

Recommendation # R-96-046
Issue Date 11/14/96 GAITHERSBURG, MD
Overall Status CAA

ABOUT 10:40 P.M. ON 1/6/96, WASHINGTON METROPOLITAN AREA
TRANSIT AUTHORITY (WMATA) METRORAIL SUBWAY TRAIN NO. T-111,
OPERATING ON THE 'RED LINE" SEGMENT OF THE METRORAIL SYSTEM,
FAILED TO STOP AS IT ENTERED THE ABOVE-GROUND SHADY GROVE
PASSENGER STATION NEAR GAITHERSBURG, MARYLAND, THE FINAL STATION
ON THE RED LINE. THE FOUR-CAR TRAIN RAN BY THE STATION PLATFORM &
CONTINUED ABOUT 470 FEET INTO THE METRORAIL YARD NORTH OF THE
STATION, WHERE IT STRUCK A STANDING, UNOCCUPIED SUBWAY TRAIN WAS
AWAITNG ASSIGNMENT. THE T-111 TRAIN OPERATOR WAS FATALLY INJURED;
THE TRAIN'S TWO PASSENGERS WERE NOT INJURED. TOTAL PROPERTY
DAMAGES WERE ESTIMATED TO BE BETWEEN $2.1 & 2.6 MILLION.

THE NTSB  RECOMMENDS THAT THE FEDERAL TRANSIT
ADMINISTRATION: DEVELOP, WITH THE ASSISTANCE OF THE AMERICAN
PUBLIC TRANSIT ASSOCIATION GUIDELINES FOR MONITORING/RECORDING
DEVICES THT CAPTURE CRITICAL PERFORMANCE & EVENT DATA FOR RAPID
RAIL TRANSIT CARS & URGE TRANSIT AGENCIES TO INSTALL THESE DEVICES
ON NEW & REHABILITATED CARS.

FTA CLOSED - ACCEPTABLE ACTION
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Recommendation # R-96-047
Issue Date 11/14/96 GAITHERSBURG, MD
Overall Status OAA

THE NTSB RECOMMENDS THAT THE AMERICAN PUBLIC TRANSIT
ASSOCIATION: DEVELOP, WITH THE ASSISTANCE OF THE FEDERAL TRANSIT
ADMINISTRATION, GUIDELINES FOR MONITORING/RECORDING DEVICES THAT
CAPTURE CRITICAL PERFORMANCE & EVENT DATA FOR RAPID RAIL TRANSIT
CAR & URGE TRANSIT AGENCIES TO INSTALL THESE DEVICES ON NEW &
REHABILITATED CARS.

APTA OPEN - ACCEPTABLE RESPONSE

Recommendation # R-96-070
Issue Date  3/5/97 CAJON JUNCTION, CA
Overall Status OAA

ABOUT 4:10 A.M. ON 2/1/96, ATCHISON, TOPEKA & SANTA FE RAILWAY
COMPANY (ATSF) FREIGHT TRAIN H-BALT1-31, EN ROUTE FROM BARSTOW,
CALIFORNIA, TO LOS ANGELES, WAS TRAVELING WESTBOUND ON THE ATSF
SOUTH MAIN TRACK WHEN IT DERAILED AT MILEPOST 60.4 NEAR CAJON
JUNCTION, CALIFORNIA. AFTER THE DERAILMENT & THE SUBSEQUENT RAIL
CAR PILEUP, WHICH INVOLVED FIVE CARS CONTAINING HAZARDOUS
MATERIALS, A FIRE IGNITED THAT ENGULFED THE TRAIN & THE
SURROUNDING AREA. THE CONDUCTOR & THE BRAKEMAN SUSTAINED FATAL
INJURIES; THE ENGINEER SUFFERED SERIOUS INJURIES.

THE NTSB RECOMMENDS THAT THE FRA: REVISE 49 CODE OF FEDERAL
REGULATIONS 229.25(E)(2) TO REQUIRE THAT EVENT RECORDERS, INCLUDING
MICROPROCESSOR-BASED EVENT RECORDERS THAT ARE EQUIPPED WITH A
SELF-TEST FUNCTION, BE TESTED DURING THE QUARTERLY INSPECTIONS OF
THE LOCOMOTIVE IN SUCH A MANNER THAT THE ENTIRE EVENT RECORDING
SYSTEM, INCLUDING SENSORS, TRANSDUCERS, & WIRING IS EVALUATED.
SUCH TESTING SHOULD INCLUDE, AT A MINIMUM, A REVIEW OF THE DATA
RECORDED DURING ACTUAL OPERATION OF THE LOCOMOTIVE TO VERIFY
PARAMETER FUNCTIONALITY AS WELL AS CYCLING ALL REQUIRED
RECORDING PARAMETERS & DETERMINING THE FULL RANGE OF EACH
PARAMETER BY READING OUT RECORDED DATA.

FRA OPEN - ACCEPTABLE RESPONSE
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Recommendation # R-96-071
Issue Date  3/5/97 CAJON JUNCTION, CA
Overall Status OUA

THE NTSB RECOMMENDS THAT THE FRA: DEVELOP & IMPLEMENT A
PROGRAM THAT SPECIFICALLY ADDRESSES CARRIER COMPLIANCE WITH 49
CODE OF FEDERAL REGULATIONS 229.25(E)(5).

FRA OPEN - UNACCEPTABLE ACTION

Recommendation # R-96-072
Issue Date  3/5/97 CAJON JUNCTION, CA
Overall Status OUA

THE NTSB RECOMMENDS THAT THE FRA: REVISE YOUR FORM F6180-49A
TO INCLUDE EVENT RECORDERS IN THE OTHER ITEMS TO BE INSPECTED
SECTION ON THE FORM.

FRA OPEN - UNACCEPTABLE ACTION

Recommendation # R-96-073
Issue Date  3/5/97 CAJON JUNCTION, CA
Overall Status OUA

THE NTSB RECOMMENDS THAT THE FRA: INFORM THE INDUSTRY THAT
THE PLACEMENT OF EVENT RECORDERS OTHER THAN IN THE LEAD
LOCOMOTIVE WILL NOT RECORD THE REQUIRED DATA AS THOUGH THE
EVENT RECORDERS WERE IN THE LEAD LOCMOTIVE & ENSURE COMPLIANCE
WITH 49 CODE OF FEDERAL REGULATIONS 229.135(A).

FRA OPEN - UNACCEPTABLE ACTION

Recommendation # R-97-009
Issue Date  8/28/97 SILVER SPRING, MD
Overall Status ORR

ABOUT 5:38 P.M. ON 2/16/96, EASTBOUND MARYLAND RAIL COMMUTER
(MARC) TRAIN 286 COLLIDED WITH WESTBOUND NATIONAL RAILROAD
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PASSENGER CORPORATION (AMTRAK) TRAIN 29, THE CAPITOL LIMITED, AT
MILEPOST 8.55 ON CSX MAIN TRACK NEAR SILVER SPRING, MARYLAND. THE
MARC TRAIN WAS OPERATING IN THE PUSH MODE IN REVENUE SERVICE
BETWEEN BRUNSWICK, MARYLAND, & WASHINGTON, D.C.; IT CONSISTED OF A
LOCOMOTIVE & THREE COMMUTER CARS. THE AMTRAK TRAIN, OPERATING
IN REVENUE SERVICE BETWEEN WASHINGTON D.C., & CHICAGO, ILLINOIS,
CONSISTED OF 2 LOCOMOTIVES & 15 CARS.

THE NTSB RECOMMENDS THAT THE FRA: AMEND 49 CODE OF FEDERAL
REGULATIONS PART 229 TO REQUIRE THE RECORDING OF TRAIN
CREWMEMBERS' VOICE COMMUNICATIONS FOR EXCLUSIVE USE IN ACCIDENT
INVESTIGATIONS & WITH APPROPRIATE LIMITATIONS ON THE PUBLIC RELEASE
OF SUCH RECORDINGS.

FRA OPEN RESPONSE RECEIVED

Recommendation # R-98-030
Issue Date  6/25/98 DEVINE, TX
Overall Status OAR

AT 10:52 P.M. ON 6/22/97, UNION PACIFIC RAILROAD (UP) FREIGHT TRAINS
5981 NORTH & 9186 SOUTH COLLIDED HEAD-ON IN DEVINE, TEXAS. THE
TRAINS WERE OPERATING ON A SINGLE MAIN TRACK WITH PASSING SIDINGS
IN DARK NONSIGNALIZED) TERRITORY IN WHICH TRAIN MOVEMENT WAS
GOVERNED BY CONDITIONAL TRACK WARRANT CONTROL AUTHORITY
THROUGH A DISPATCHER. THE CONDUCTOR FROM 5981 NORTH, THE
ENGINEER FROM 9186 SOUTH, & TWO UNIDENTIFIED INDIVIDUALS WHO MAY
HAVE BEEN RIDING ON 5981 NORTH WERE KILLED IN THE DERAILMENT
SUBSEQUENT FIRE. THE ENGINEER FORM 5881 NORTH RECEIVED MINOR
INJURIES & THE CONDUCTOR FROM 9186 SOUTH WAS SERIOUSLY BURNED.
ESTIMATED DAMAGES EXCEEDED $6 MILLION.

THE NTSB RECOMMENDS THAT THE FRA: WORKING WITH THE RAILROAD
INDUSTRY, DEVELOP & IMPLEMENT EVENT RECORDER CARSHWORTHINESS
STANDARDS FOR ALL NEW OR REBUILT LOCOMOTIVES JANUARY 1,2000.

FRA OPEN - INITIAL RESPONSE 2/4/99
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Recommendation # R-98-057
Issue Date  9/16/98 KINGMAN, AZ
Overall Status OAR

ABOUT 5:56 A.M., ON 8/9/97, NATIONAL RAILROAD PASSENGER
CORPORATION (AMTRAK) TRAIN 4, THE SOUTHWEST CHIEF, DERAILED ON THE
BURLINGTON NORTHERN SANTA FE RAILWAY (BNSF) TRACKS ABOUT 5 MILES
NORTHEAST OF KINGMAN, ARIZONA. AMTRAK TRAIN 4 WAS ENROUTE FROM
LOS ANGELES, CALIFORNIA, TO CHICAGO ILLINOIS, & HAD JUST LEFT THE
KINGMAN STATION. THE TRAIN WAS TRAVELING ABOUT 8 MPH ON THE
EASTBOUND TRACK WHEN BOTH THE ENGINEER & ASSISTANT ENGINEER SAW
A "HUMP" IN THE TRACK AS THEY APPROACHED BRIDGE 504.1S. THEY
APPLIED THE TRAIN'S EMERGENCY BRAKES. THE TRAIN DERAILED AS IT
CROSSED THE BRIDGE. SUBSEQUENT INVESTIGATED REVEALED THAT THE
GROUND UNDER THE BRIDGE'S SUPPORTING STRUCTURE HAD BEEN WASHED
AWAY BY A FLASH FLOOD. OF THE 294 PASSENGERS & 18 AMTRAK
EMPLOYEES ON THE TRAIN, 173 PASSENGERS & 10 AMTRAK EMPLOYEES WERE
INJURED. NO FATALITIES RESULTED FROM THE ACCIDENT. THE DAMAGES
WERE ESTIMATED TO TOTAL APPROXIMATELY $7.2 MILLION.

THE NTSB RECOMMENDS THAT THE FRA: REQUIRE THAT EVENT
RECORDER SYSTEM SPECIFICATIONS BE KEPT AS PART OF THE LOCOMOTIVE'S
RECORDS.

FRA OPEN - AWAIT RESPONSE
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INTRODUCTION

From 1995 to 1997, the number of fatalities resulting from accidents involving large trucks increased
from 5,091 to 5,355 Most crashes involving automobiles and trucks occur in broad daylight, on straight
and dry pavement, during normal weather, and with no indication of alcohol or drug use.

In the last four years especially, there has been an outcry across the country from various transportation,
safety and trucking groups for a reduction in the number of accidents and deaths on the nation’s highways
involving trucks. Ongoing national hearings are being held by the United States House of Representatives
Ground Transportation Subcommittee to examine this issue. In the past month, such heavy hitters as
National Private Truck Council’s President John McQuaid and Phyllis F. Sheinberg, Associate Director,
Transportation Issues, Resources, Community and Economic Development, have been testifying before
the committee.

A COMPLEX ISSUE

It is agreed throughout the industry that improving truck safety is a complex issue. Accidents cause not
only injuries and death, but they also increase worker compensation costs, insurance premiums, property
and personal injury claims, and vehicle downtime and repairs.

Even the most experienced and safest drivers are subject to the whims of other drivers on the road and to
unanticipated changes in the weather. However, some factors that have been identified as causes of some
of these accidents, including driver error, inattention, or fatigue.

The on-board recorder has evolved into a tool that companies can use to help their drivers become safer
drivers. The real-time data that these devices generate point up the deficiencies of less skilled drivers and
the strengths of safer, more experienced drivers. When combined with safety training, driver incentive
programs, and coaching using this data, companies are producing safer drivers.

CAPABILITIES OF ON-BOARD RECORDERS

On-board recorders are the “black boxes” of the trucking industry. With today’s technology, everything that drivers
do in their job can be recorded in real-time. When combined with GPS systems, these systems provide a total picture
of the drivers’ day — how they drove and where they were at any given moment.
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Safety related reporting capabilities include speeding violations, DOT hours of service violations, sudden
deceleations, and eceeding company safety parameters. In particular, those units with the electronic tachograph
capability graphically show simultaneous engine and vehicle speed, and show how a vehicle was driven for a 24-
hour period. (See Figure 1.) This function identifies driver compliance with speed limit changes along routes. It also
profiles basic driving habits. For example, if the graph shows that the vehicle’s speed decreased suddenly but the
engine speed did not, the driver may have been tailgating and had to slam on the brakes to avoid an accident.
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Figure 1. This tachograph shows a representation of the engine’s rpm (top)
and the vehicle’s speed (bottom) in a ten minute period.

Ideally, this objective data is used as a coaching tool to help drivers become safer, more efficient drivers. In the case
of an accident, the data can be used to exonerate the innocent driver.

Today’s recorders do much more than their initial purpose of automating DOT logs. Some devices now
act as “on-board coaches”; they provide immediate feedback to the driver by emitting visual and audible
signals when they are exceeding pre-set company safety parameters or approaching impending hours of
service violation. If drivers do exceed legal hours, it is reflected on the downloaded data as part of a DOT
Violations Report. Routing and scheduling changes may be necessary to help drivers avoid exceeding
legal hours.

COACHING DRIVERS

On-board recorders can record speeding violations, suddehedations and braking incidents and other unsafe
driving habits. If the data for one driver repeatedly shows these incidents or other violations, the prudent
transportation manager uses this data as a coaching tool to improve this driver’s performance. Likewise, for the
safest drivers, these same reports and graphs can be used to reward good driving habits.
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As part of their 5-point Journey Management approach, Schlumberger Oil Field Services now requires that all their
vehicles have onboard recorders. Since the primary working environments for these vehicles is remote exploration
oil well sites and much travel is done at night, fatal accidents were not rare occurrences. Combined with Defensive
Driver Training, the onboard recorders have reduced the number of deaths from vehicle accidents significantly in
one year. Mark Corrigan and Philippe Regnault of Schlumberger stated that “driver training and safety systems
remain critical elements to lower the risk of oil field service fatalittes.”

ON-BOARD RECORDERS AS MOTIVATORS

Modern behavioral psychologists contend that the ultimate reward in motivation is the feeling of self-
worth, a job well done, and personal growth. Frederick Herzberger said that the most important motivator
factors are recognition for the achievement, the work itself, responsibility and growth or advaficement.

With the on-board recorders, drivers are more accountable than ever for their job performance.

Companies can use the data to either motivate and reward their drivers and or to punish them. Those
companies who have the best safety records have used the data positively and have successfully instituted
driver incentive programs. One large food distributor has been using on-board recorders coupled with a
reward system for 13 years. This company was able to share $50,000 in saved operating costs with its
drivers. Those drivers with the fewest violations and safest driving history received the greatest share of
the money.

PERCEPTION IS EVERYTHING

The effectiveness of on-board recorders and the data they produce depends on the way that the devices
are positioned to the drivers. If the drivers perceive them as “Big Brother” which collects data to monitor
them for punitive purposes, driver performance suffers. If, however, drivers know that they will be
rewarded for good performance, they will strive to drive within the company parameters. This, in turn,
motivates them to be safer drivers.

From the outset, management needs to position the recorders as a tool to help drivers be more productive
and drive more safely rather than as a way to catch drivers making mistakes. The on-board recording
industry has found that training is the key to using recorders correctly and to their maximum potential. All
levels of the organization should attend training, and it is helpful for drivers to be trained right alongside
management. This helps drivers feel like an integral part of the team and that they share the same goals as
management. Ideally, on-site training should be delivered by a driver who is well respected by his peers.

CONCLUSION

As the transportation industry struggles with how to reduce the number of accidents involving trucks, it is
becoming apparent that on-board recorders can play a large part in this effort. Companies with the best
safety records have a three-pronged approach of safety awareness programs, safety training, and
measurement of driving performance with on-board recorders.

If positioned and used correctly as a training and coaching tool, managers and drivers working together
can improve safety, productivity and profitability by using the data gathered by the recorder to help
drivers improve their driving skills.
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INTRODUCTION

The NHTSA sponsored Automated Collision
Notification (ACN) Project was initiated in
October 1995 to design, develop, test, and evalua
a system that can detect and characterize crashe
and then automatically send a data message to th
public safety answering point (PSAP), see Figure
1. The system also opens a cellular telephone
voice line between the PSAP and the vehicle
occupants after the data message has been
received. The system detects crashes in all
directions and stores the acceleration time history
experienced. The ACN system is able to determin
the crash change in velocity, the principal
direction of crash force, whether a rollover
occurred and the potential for injury in the crash.
The system also includes GPS equipment and
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IN-VEHICLE EQUIPMENT

The components of the ACN in-vehicle equipment
suite are illustrated in Figure 2. These components
include: the Veridian developed In-Vehicle

Module (IVM), the cellular telephone handset, the
cellular telephone transceiver (3 Watt), the back-
up battery, and the associated antennas.
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Figure 2: ACN In-vehicle Hardware

provides PSAP dispatchers with a mapped location

of the crash. The ACN system has been installed TRANSCE'VER ]

in 700 vehicles in Western New York and real The transceiver selected for use the ACN system is

world crash data and time of EMS response data i§1€ JRC 8820DR transceiver which allows

being collected and analyzed. automated control via a serial control channel.
Commands are available to initiate call processing,
dial a number, answer an incoming call, among
others. The transceiver can also provide data such
as the current RSSI level, active system (A or B or
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INTRODUCTION

From 1995 to 1997, the number of fatalities resulting from accidents involving large trucks increased
from 5,091 to 5,355 Most crashes involving automobiles and trucks occur in broad daylight, on straight
and dry pavement, during normal weather, and with no indication of alcohol or drug use.

In the last four years especially, there has been an outcry across the country from various transportation,
safety and trucking groups for a reduction in the number of accidents and deaths on the nation’s highways
involving trucks. Ongoing national hearings are being held by the United States House of Representatives
Ground Transportation Subcommittee to examine this issue. In the past month, such heavy hitters as
National Private Truck Council’'s President John McQuaid and Phyllis F. Sheinberg, Associate Director,
Transportation Issues, Resources, Community and Economic Development, have been testifying before
the committee.

A COMPLEX ISSUE

It is agreed throughout the industry that improving truck safety is a complex issue. Accidents cause not
only injuries and death, but they also increase worker compensation costs, insurance premiums, property
and personal injury claims, and vehicle downtime and repairs.

Even the most experienced and safest drivers are subject to the whims of other drivers on the road and to
unanticipated changes in the weather. However, some factors that have been identified as causes of some
of these accidents, including driver error, inattention, or fatigue.

The on-board recorder has evolved into a tool that companies can use to help their drivers become safer
drivers. The real-time data that these devices generate point up the deficiencies of less skilled drivers and
the strengths of safer, more experienced drivers. When combined with safety training, driver incentive
programs, and coaching using this data, companies are producing safer drivers.

CAPABILITIES OF ON-BOARD RECORDERS

On-board recorders are the “black boxes” of the trucking industry. With today’s technology, everything that drivers
do in their job can be recorded in real-time. When combined with GPS systems, these systems provide a total picture
of the drivers’ day — how they drove and where they were at any given moment.
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Safety related reporting capabilities include speeding violations, DOT hours of service violations, sudden
deceleations, and eceeding company safety parameters. In particular, those units with the electronic tachograph
capability graphically show simultaneous engine and vehicle speed, and show how a vehicle was driven for a 24-
hour period. (See Figure 1.) This function identifies driver compliance with speed limit changes along routes. It also
profiles basic driving habits. For example, if the graph shows that the vehicle’s speed decreased suddenly but the
engine speed did not, the driver may have been tailgating and had to slam on the brakes to avoid an accident.
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Figure 1: This tachograph shows a representation of the engine’s rpm (top)

and the vehicle’s speed (bottom) in a ten minute period.

Ideally, this objective data is used as a coaching tool to help drivers become safer, more efficient drivers. In the case
of an accident, the data can be used to exonerate the innocent driver.

Today’s recorders do much more than their initial purpose of automating DOT logs. Some devices now
act as “on-board coaches”; they provide immediate feedback to the driver by emitting visual and audible
signals when they are exceeding pre-set company safety parameters or approaching impending hours of
service violation. If drivers do exceed legal hours, it is reflected on the downloaded data as part of a DOT
Violations Report. Routing and scheduling changes may be necessary to help drivers avoid exceeding
legal hours.

COACHING DRIVERS

On-board recorders can record speeding violations, su@édetedations and braking incidents and other unsafe
driving habits. If the data for one driver repeatedly shows these incidents or other violations, the prudent
transportation manager uses this data as a coaching tool to improve this driver’s performance. Likewise, for the
safest drivers, these same reports and graphs can be used to reward good driving habits.
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As part of their 5-point Journey Management approach, Schlumberger Oil Field Services now requires that all their
vehicles have onboard recorders. Since the primary working environments for these vehicles is remote exploration
oil well sites and much travel is done at night, fatal accidents were not rare occurrences. Combined with Defensive
Driver Training, the onboard recorders have reduced the number of deaths from vehicle accidents significantly in
one year. Mark Corrigan and Philippe Regnault of Schlumberger stated that “driver training and safety systems
remain critical elements to lower the risk of oil field service fatalittes.”

ON-BOARD RECORDERS AS MOTIVATORS

Modern behavioral psychologists contend that the ultimate reward in motivation is the feeling of self-
worth, a job well done, and personal growth. Frederick Herzberger said that the most important motivator
factors are recognition for the achievement, the work itself, responsibility and growth or advaficement.

With the on-board recorders, drivers are more accountable than ever for their job performance.

Companies can use the data to either motivate and reward their drivers and or to punish them. Those
companies who have the best safety records have used the data positively and have successfully instituted
driver incentive programs. One large food distributor has been using on-board recorders coupled with a
reward system for 13 years. This company was able to share $50,000 in saved operating costs with its
drivers. Those drivers with the fewest violations and safest driving history received the greatest share of
the money.

PERCEPTION IS EVERYTHING

The effectiveness of on-board recorders and the data they produce depends on the way that the devices
are positioned to the drivers. If the drivers perceive them as “Big Brother” which collects data to monitor
them for punitive purposes, driver performance suffers. If, however, drivers know that they will be
rewarded for good performance, they will strive to drive within the company parameters. This, in turn,
motivates them to be safer drivers.

From the outset, management needs to position the recorders as a tool to help drivers be more productive
and drive more safely rather than as a way to catch drivers making mistakes. The on-board recording
industry has found that training is the key to using recorders correctly and to their maximum potential. All
levels of the organization should attend training, and it is helpful for drivers to be trained right alongside
management. This helps drivers feel like an integral part of the team and that they share the same goals as
management. Ideally, on-site training should be delivered by a driver who is well respected by his peers.

CONCLUSION

As the transportation industry struggles with how to reduce the number of accidents involving trucks, it is
becoming apparent that on-board recorders can play a large part in this effort. Companies with the best
safety records have a three-pronged approach of safety awareness programs, safety training, and
measurement of driving performance with on-board recorders.

If positioned and used correctly as a training and coaching tool, managers and drivers working together
can improve safety, productivity and profitability by using the data gathered by the recorder to help
drivers improve their driving skills.
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of the crash. The ACN system has been installed TRANSCEIVER

in 700 vehicles in Western New York and real The transceiver selected for use the ACN system is

world crash data and time of EMS response data i§1€ JRC 8820DR transceiver which allows

being collected and analyzed. automated control via a serial control channel.
Commands are available to initiate call processing,
dial a number, answer an incoming call, among
others. The transceiver can also provide data such
as the current RSSI level, active system (A or B or
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no service available), in-use, roam, etc. These  employing the robust and conservative V.23
controls may seem trivial, but control of a cellular Frequency Shift Keying data transfer protocol, a
phone is not as straightforward as a land-line Rockwell Jupiter 12-channel GPS receiver board,
phone where placing a call involves merely power conditioning circuitry, and a non-volatile
dropping an appropriate “off-hook” load across theFLASH memory (128 Kbytes, expandable to 1024
line, waiting for a dial tone, then sending DTMF  Kbytes) to store detailed crash event time histories
tones of the appropriate length and spacing. (see Figures 3 and 4).

Other than the serial control line, the only other
connections to the transceiver are a reset signal
and audio in/audio out.

HANDSET _
The handset chosen is a JRC 6030 handset. This
handset also allows control via a single serial
control channel. Messages are sent to the IVM (th
“host computer” in the handset’s view) whenever
any button is pressed or released. Further, a
message is sent whenever the handset is placed i
or removed from its cradle. The handset can be
directed to operate as a normal “hand-held” unit,
or can be operated in a “hands-free” mode in
which the audio out is directed to the larger .
speaker underneath the keypad, and the incomlngFIgure 3: IVM - Internal View
audio taken from the microphone above the LCD
display (two lines of 8 characters, plus icons
below). The “hands-free” mode, while obviously
intended for use when the handset is in the cradle
is totally under software control via the serial
control channel; when the ACN system detects a
crash, the car’s occupants are connected to the
dispatcher in hands-free mode regardless of the
handset’s position.

BATTERY

The back-up battery is a gel-cell lead-acid battery
kept constantly charged by the IVM and used to
provide enough emergency power for collision
reporting and an extended duration phone call or ,

two should the car’s battery become disconnectedFigure 4: IVM Board With Functional Sections
or destroyed in an accident. Highlighted

IVM
The IVM is the key element of the ACN in-vehicle DSP _ o
equipment suite. The IVM is packaged in a ruggedl he IVM’s detection and sensor conditioning

aluminum housing and contains a high algorithms are very DSP-intensive; that is, many
performance (16 bit processor, 13.8 MIP) Digital 0f the computations are tight loops of multiply-
Signal Processor (DSP), three orthogonally intensive convolutional equations. The IVM uses

mounted micro-machined accelerometers, an ~ an Analog Devices DSP, the ADSP2105, to
Analog to Digital Converter, a single chip modem perform all the detection algorithms as well as
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control all the various peripheral devices and telematics sequencing (see Figure 5).

Data
16k x 16
Data RAM
Tz | A
ADSP2105 b XRAM I S FLASH g
Digital Signal rogram o} 8 Memory ®
Processor Addr
Boot
Control EPROM
Address
Decoding / State N
Machine >
e

Figure 5: DSP Block Diagram

The ADSP2105 is a 16-bit fixed-point DSP with a words for internal addressing for compatibility
modified Harvard architecture; i.e. it has a with other DSP family parts. The ADSP2105
program data bus and a data data bus (internally) allows 14 k words of external data RAM also,
making it possible to, say, multiply an acquired  mapping 1k of address space for its internal

data value by a stored coefficient (stored in registers and 1k of address space for its internal
program memory) and add it to a previous sum in data RAM (again for compatibility with other DSP
a single instruction cycle. family parts which have more internal RAM). Of

the remaining 14 k words of externally
The ADSP2105 can address 16k 16-bit words of addressable data RAM space, the IVM maps 13 k
data memory, including 0.5k words which are words into actual RAM, and allocates a 1 k
mapped to data memory internal to the chip, and address block for memory-mapped peripheral
16k 24-bit words of program memory, including addressing. The decoding for the peripheral
1k words which are mapped to internal program addresses is done with demultiplexors and a PLD;
memory. Since the access times required for zerothe PLD also includes a state machine to allow
wait state memory accesses are short enough to slower peripherals enough setup and hold times

make EPROM, ROM, or FLASH memory for their data for, even though the DSP has a
prohibitively difficult to use, the processor is programmable wait state generator built in, these
designed to use fast static RAM for all its external wait states simply add time to the middle of the
memory. Upon reset, a “bootup” program is accesses.

transferred from a small, relatively slow BOOT

EPROM to the DSP’s internal program memory. Since the program and data busses are multiplexed

After transfer, that program in internal program into a single data bus for external RAM access, the

RAM (PRAM) is executed. IVM maps both program RAM and data RAM into
the same physical set of devices: three 32k by 8 bit

The IVM has nearly a full compliment of RAM RAM chips.

available to it; as much as the ADSP2105 can

directly address, that is. The 2105 allows for 14 k The IVM stores many of its parameters, much of

words of external program RAM, allocating 2k its operational code, and all of the data collected
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during a collision in FLASH memory. This transformation matrix provided by the Reference
memory is accessed using a set of memory- Correction Unit described below, and to upload

mapped address registers, and a single read/writemeasured event histories.
address for data.

Modem and Audio Multiplexing
Serial /0 The IVM uses a TDK 73K321 single chip modem
A total of six serial ports are required for the IVM. which employs CCITT V.23 standard modulation
Two are required for the modem since V.23 allowsand signaling. The call is initiated by the IVM at

for an asynchronous bit rate transmission and “normal” V.23 originate baud rates of 75 baud
reception (two different baud rates). One each for transmit, 1200 baud receive. Since the IVM will
communication with the GPS receiver, the transmit the preponderance of information and

handset, the transceiver, and the diagnostic port. reception is required only for commands and
verification, after connection the channels are
The diagnostic port is used to upload the programimmediately reversed so that the IVM transmits at

and parameters into the IVM, including the 1200 baud, receives at 75 baud.
Control &
Data
To & From Modem
DSP, UARTs
Audi Audio To
;:”t:ri,%/ Audio ™ Transceiver
Audio From s Conditioning MUX

Audio To
Handset

Transceiver ——

Audio From —————— |

Handset /$/

Figure 6: Modem, Audio Path Block Diagram

Audio path control is achieved using CMOS FET
switches after proper conditioning, filtering, level Sensors, Conditioning, and A/D

shifting and amplification (see Figure 6). The collision sensing is performed using three
inexpensive monolithic micromachined
GPS Receiver accelerometers, two Analog Devices’ ADXL50s

As stated above, incorporated into the IVM isa  and one Motorola MMAS40G, and a lot of signal

Rockwell Jupiter GPS receiver. This “daughter  conditioning in the DSP.

board” is connected to and controlled by the DSP

via a serial port and discrete lines. The two ADXL50s are arranged on the board so
that their (linear) axis of sensitivity is parallel to
the board and at right angles to each other. The
MMAS40G has an axis of sensitivity that is
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perpendicular to the circuit board, so that all three analog supply voltage and correcting the
of the sensors are mounted orthonormally without ratiometric sensor in software.
requiring a daughter board arrangement to achieve
3-axis sensitivity. Power Regulation and Control
Power for the IVM is derived from the
The acceleration outputs are anti-alias filtered automobile’s power, diode isolated and diode
before being converted to digital values by a 12 bitORed” with the back up battery. After a series of
Analog to Digital converter. protection and filtering components, the voltage is
converted to 5V using a switching regulator from
Our pass band of interest extends up to 60 Hz, anthe National Semiconductor Simple Switdier
the internal processing of the actual detection family.
algorithm and storage of vehicle dynamics is done
at 180 samples per second. However, in order to Power for the transceiver and handset is taken
effectively and economically filter to 12 bit from the diode “ORed” node, and switched under
accuracy across automotive temperatures, the  computer control using a FET.
accelerations are oversampled by a factor of 8 at
1440 samples per second. The DSP filtersto a  The battery is float charged whenever the ignition
60 Hz cutoff and decimates the results from 1440 line is on. The charging of the battery is current
to 180 samples per second. This greatly reduces limited by a PTC (Positive Temperature
the demand on the order and accuracy of the Coefficient) thermistor.
analog filters.
The switching regulator, and thus the power for
The acceleration outputs from the ADXL50 are the preponderance of the IVM, is controlled by a
proportional to absolute voltage levels. However, tiny, extremely low power PIC microcontroller
the MMAS40G is aatiometricdevice, where the  (see Figure 7). This processor is continually
measured acceleration is proportional to a powered (through an independent micropower
percentage of the supply voltage, rather than an linear voltage regulator) running from the time of
absolute voltage. Typically, the A to D converter’s installation on so long as the IVM is connected to
reference is driven by the same supply voltage soany power source (the main automobile power line
that any variance in the voltage is compensated. or the back up battery). This processor serves as a
Either technique is workable, but mixing the two power-up sequencer, a reset circuit, a wake-up
on a single A to D converter creates difficulties. timer, and a watchdog timer.
The IVM solves the problem by monitoring the 5V
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Figure 7: PIC and Power Conditioning Block Diagram

The PIC will monitor the ignition sense line

(reduced to TTL voltage levels) and determine if DISPATCHER INTERFACE

the ignition comes on. If so, the PIC will turn on

the power to the rest of the IVM, and hold the DSF(GATEWAY) _ .
reset line for an appropriate duration. The DSP canne ACN cra}s,h messages are received at the Erie

operation, when there is no collision event and thelnterface console and a voice line is immediately
phone is not in use, the DSP will poll the ignition ©OPened between the Sheriff's Office and the ACN
line and, when it is de-asserted, will perform any equped vehlcle._The dispatcher mterface monitor
“clean-up housekeeping” necessary. Then, it will displays & map with the crash location, the
inform the PIC by sending it a code that it wishes Previous ten seconds of vehicle location and
to be shut down, and woken up after a set duratiosP€ed, an icon showing the principal direction of
This allows the IVM to perform periodic self-test crash force, the crash change in velocity, whether
functions and report its status to a remote a ro_II_over occurred and the veh_lcle final rest
computer. If the DSP is in the process of reportingPosition (see Figure 8.). An estimate of the -
a detected collision, even if the ignition line probability of serious injury is also available if
becomes de-asserted the unit will remain poweredi€sired. The voice line is opened as soon as the
on until the entire event is processed. monitor display is complete and the dispatcher
establishes contact with the occupant within two
To guard against any momentary soft upsets, the minutes of the crash if the occupant is able to

PIC also acts as a watchdog timer. During normal fespond. Medical advice can be tele-conferenced
operation, the DSP will toggle an /O line being 1O the crash vehicle from the Erie County Medical

read by the PIC, setting it to one polarity in the ~ Center if it is needed. For Erie County crashes, the

Interrupt Service Routine (ISR), and to the other irfliSPatcher alerts the appropriate responding

the background processing loop. If the PIC does @dency and EMS, Police and Fire response is
not detect this bit toggle after a few minutes, it  initiated regardless of where the crash is located,

will reset and re-initialize the IVM. whether the crash was observed by a bystander or
passerby and whether or not the occupants were
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conscious. For out of area crashes, the Cross

the call is passed to the appropriate local response

Country national message center is notified and agency.
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Figure 8: Dispatcher Interface Screen

DESCRIPTION OF THE FIELD
OPERATIONAL TEST

ACN SYSTEM
Over 700 vehicles in Western New York have

SAE Cartesian vehicle coordinate system
regardless of the vehicle or the installation
location. Several cellular telephone usage plans
were offered by Cell-One to the participants;
however, emergency calls and calls to Veridian are
always free of charge to the participant. After a
crash occurs the crash is investigated in depth. A

been equipped with ACN systems to provide over {img Jine listing crash time, notification times,
1000 vehicle years of driving exposure. Volunteer gisnatch times and response times is constructed

participants from the more rural areas of Erie

and analyzed to identify the effect of the ACN

County were recruited to have the ACN in-vehicle time on response time.

equipment installed into their vehicles by Cell-One
who also provided the cellular telephone service.
In most cases the equipment was installed under
the rear seat. The In-Vehicle Module (IVM) is
calibrated in place after installation, using a
reference correction unit (see Figure 9), such that
the triaxial accelerometer output is in the standard
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operational field test will be complete in
September 1999.

[TITTTTITIRTIT V]

0 Cobpn 1 :
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Figure 9. Reference correction unit.
Figure 10. Crash Event Timer

CRASH EVENT TIMER RESULTS

In addition to the ACN system, 3000 crash event _ _
timers (CETs) have been installed in vehicles in  TO date thirty-six ACN crashes have occurred of

Western New York to collect the baseline which ten were above the crash threshold. These
notification and response times for crashes when ten above threshold crashes are summarized in
ACN systems are not involved. The field Table 1. In elght out of the ten cases the ACN

operational test will include 4000 CET vehicle ~ System provided an emergency notification

years in the field. These data provide the control Message to the Sheriff's office in less than two
times required to measure the improvement in minutes. In the Other.tWO CE}SGS a message was not
notification and response time obtained with the ~Sent because (1)the in-vehicle equipment was not
ACN system. The CET consists of a small timer operational at the time of the crash due to incorrect
unit(see Figure 10) that is attached to the firewall Wiring during installation and (2) the crash

of the vehicle and a small inertia sensor that occurred in Chicago, lllinois and although the
recognizes a crash and starts the timer. The timerSystem did detect the crash and assemble a

runs for three weeks before it automatically resetsmessage it did not make a long distance telephone
itself. After being notified of the crash by the call to New York.

vehicle owner, Veridian investigators go to the

crash vehicle and read the timer to obtain the

elapsed time since the crash. The actual crash time

is calculated from the time of the reading and the

elapsed time. The EMS, Police and Fire records

then are analyzed to yield the baseline notification

and response times for non-ACN crashes.

STATUS OF TEST

At the present time the program is approximately
60% complete in terms of days-in-the-field with
639 ACN equipped vehicles in the field and 2930
CET equipped vehicles in the field. To date
nineteen CET crashes have been experienced of
which six are rural and nine ACN crashes have
been experienced of which three are rural. The



Crash# ACNI.D. #

Incident or Crash

Crash Location

GeographicTotal Injuries & Max.

Medical Transport

Crash Type &

<F
=3
L
S5 =
_ 23
Crash? Date Area Occupants AIS Severity oD
(all ) @
vehicles) o 3
S5
1 440-1129 Crash 1/3/98 Chicago, IL Urban 8 Neck strain an?l of 8 occupants Car/Car D 8
contusions transported via Intersection 8 5
(AIS-1) ambulance Moderate impact %
2 440-1104 Crash 2/18/98 Buffalo, NY Urban 2 Sternum fractuBsth drivers were Car/Car @
(AIS-2) transported via Intersection
ambulance Moderate impact
3 440-1239 Crash 4/4/98 Marilla, NY Suburban 1 Right shoulderNone Single car - road
contusion side departure
(AIS-1) Moderate impact
4 440-1046 Crash 4/15/98 East Aurora, NY Rural 1 No injury None Single car - ropd £}
side departure w
Moderate impact
5 440-1109 Crash 5/8/98 Buffalo, NY Urban 5 Right leg 4 of 5 occupants  Minivan/SUV/
contusions transported via Car rear to front
(AIS-1) ambulance Severe
6 440-1254 Crash 8/31/98 Hamburg, NY Suburban 3 No injury None Car/Car frontal
Minor impact
7 440-1463 Crash 11/15/98 Rochester, NY Urban 5 Driver - seat ibétine Car/Car
related intersection
contusions
(AIS 1)
8 440-1094 Crash 1/31/99 Cheektowaga, NY  Suburban 3 RF Passengémibulance Car/Car
vertebra - L1 intersection
(AIS 2) >
9 440-1346 Crash 3/3/99 East Aurora, NY Suburban 2 Ambulance Car/Car offset%—‘- §
frontal Q<
S ¢
10 440-1343 Crash 3/4/99 Newstead, NY Rural 1 No injury None Car/pole - o
= =
Table 1: Summary of ACN Above-threshold Crashes <. §
2
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ACN CRASH 440-1109 a quiescent period and a negative x acceleration
Crash 1.D. #440-1109 involved an ACN equipped excursion (the frontal crash). The IVM calculates
1993 Plymouth Voyager mini-van that was struck the crash delta velocity and the principal direction
from the rear while waiting at a red traffic signal. of force (PDOF) for each crash event, indicates
The mini-van was pushed forward and into the  whether a rollover occurred and determines the
rear end of the vehicle waiting in front of it. The final rest position of the vehicle after the crash is
result was two collisions, a rear and a frontal, bothover (see Figure 11). Figure 12 is a crash scene
of which exceeded the crash thresholds of the  diagram showing the events of the crash as

IVM. Figure 11 summarizes the crash, shows reconstructed by a crash investigator. The IVM
photographs of the mini-van and shows the triaxiabbtains the same information as post-crash
accelerometer data recorded by the IVM and reconstruction and makes it immediately available
stored in flash memory. Both events are clearly to EMS, Police and Fire dispatchers to be used in
seen in the acceleration time history as a positive ¥he dispatch process.

acceleration excursion (the rear crash) followed by

e Crash Time: 03:21 am
¢ Notification Time: 03:22 am
¢ Rollover: No

Final Rest Position: Normal

Principal Direction
of Force (PDOF): 6 o0'clock 12 o'clock

* Delta Velocity (AV): 30.3 kph 15.8 kph

. L
10 e s

Y acceleration

8

Z acceleration |||

6 X acceleration [ |

N O N b

Acce
-4

eration

-10
-1.0 -0.5 0.0 0.5 1.0 15 2.0

Time (seconds)

Figure 11. Crash summary for ACN Crash No. 440-1109.
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o 4401109 e o () and shows the triaxial accelerometer data recorded

by the IVM and stored in flash memory. Both the
initial impact event and the snow bank impact are
clearly seen in the acceleration time history as a
positive y acceleration excursion (the initial side
impact) followed by a negative y acceleration
excursion (the snow bank impact). The IVM
calculates the crash delta velocity and the principal
direction of force (PDOF) for the crash event,
indicates whether a rollover occurred and
determines the final rest position of the vehicle
after the crash is over (see Figure 13). Figure 14 is
a crash scene diagram showing the events of the
. crash as reconstructed by a crash investigator.

It is interesting to note that the initial side impact
crash was not sufficiently severe to trigger the
IVM and make a call to the Sheriff. The snow

- bank impact that occurred subsequent to the side
impact was sufficiently severe to trigger the IVM
Figure 12. Crash scene diagram for ACN Crash and a call was made to the Sheriff who answered

No. 440-1109. in less than two minutes. There was no visible
body damage to the Explorer and it was not clear

ACN CRASH 440-1094 during post-test reconstruction that the snow bank

Crash 1.D. #440-1094 involved an ACN equipped impact was more severe than the initial side

1991 Ford Explorer sportility vehicle that was impact. Analysis of the acceleration time history

struck in the left side by a vehicle making a left ~ stored in the IVM made it clear that the snow bank
turn across the Explorer’s lane. The Explorer wentimpact, resulting in the right front passenger

into a counterclockwise skid and subsequently  impacting the right interior door panel, was most
struck a frozen snow bank on the right side of the likely the cause of this occupant’s lumbar

road before finally coming to a controlled stop vertebrae fracture. The availability of a complete
further down the road. The right front passenger oficceleration time history for this real world crash
the Explorer was unrestrained and suffered a  led to an improved understanding of the crash
compressed fracture of a lumbar vertebrae during kinematics and the injury causative mechanism.
the event. Figure 6 summarizes the crash, shows

photographs of both vehicles involved in the crash
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¢ Crash Time: 04:40 pm
® Notification Time:  04:41 pm
* Rollover: No
® Final Rest Position: Normal
® Principal Direction
of Force (PDOF): 2 o’clock
® Delta Velocity (AV): 16 mph
N I I
— X acceleration
——— Z acceleration
—Y acceleration
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Figure 13. Crash summary for ACN Crash No. 440-1094.
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Figure 14. Crash scene diagram for ACN Crash No. 440-1094.
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POTENTIAL BENEFITS OF ACN

The principal benefit of the ACN system is a significant decrease in notification and response time for
crash injuries. An accurate crash location is provided through GPS and the dispatcher interface displays a
map to aid in locating the crash . The ACN system also provides immediate in-vehicle medical assistance,
if required, by conferencing the Emergency Medical Dispatchers, located at the Erie County Medical
Center with the occupants by cellular telephone. The crash descriptive information and the prediction of
injury severity allows the dispatcher to respond to a crash with the appropriate personnel and equipment.
The immediate and automatic notification of EMS is especially beneficial in remote areas where a crash
may not be observed or a telephone is not available to call for help.

Of particular interest to the crash analyst is the fact that ACN crash acceleration time histories, in digital
form, are available for real world crashes. This allows the study of crash injury mechanisms in much
greater detail than is normally possible. The acceleration time history can be used as input to occupant
simulation models allowing careful study of the occupant kinematics and dynamics. This data will
improve understanding of crash mechanics and aid in the development improved countermeasures for
preventing or mitigating crash injury.

The ACN field operational test is also providing valuable information regarding institutional and
infrastructure issues. The working relationships between and among the various emergency responders
and the protocols that must be modified or developed for ACN response are as important as the hardware
and the software. For example, a major issue in the development of ACN systems is that of how the initial
call is handled. A PSAP such as the Erie County Sheriff might handle ACN calls or a privately operated
message center might handle the call and transfer the relevant information to the PSAP. In the first case
ACN dispatch stations must be installed at the PSAP location, which may be local or regional, and the
crash information is directly available to the EMS dispatcher. In the latter case, the dispatch stations are
required only at the message center but the crash information is transferred verbally by telephone or by
Fax and is not directly available to the dispatcher.

CONCLUSIONS

The ACN system has been implemented in over 700 vehicles in Western New York and is currently
providing improved emergency response in a real world environment. The ACN system alerts the EMS
dispatcher to an ACN crash in less than two minutes. The system incorporates advanced technology and a
more efficient infrastructure to provide immediate notification and response as well as improved
communication and crash descriptive information. The ACN system allows the current emergency
response system to deal with crashes more quickly and more efficiently. The most effective application of
the system is in remote locations where a crash may not be observed and reported or where there may not
be a telephone nearby to call for help. The ACN system also provides crash acceleration time histories
form real world crashes to aid in understanding crash mechanics. Finally, the ACN program is providing
information on institutional and infrastructure issues needed to implement ACN type programs in other
locations.
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